
CAP6938-02
Plan, Activity, and Intent 

Recognition
Lecture 6:

Introduction to Graphical Models (Part 1)

Instructor: Dr. Gita Sukthankar
Email: gitars@eecs.ucf.edu

Schedule: T & Th 1:30-2:45pm
Location: CL1 212

Office Hours (HEC 232):
T 3-4:30pm, Th 10-11:30am
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Reminder

Homework:
Start project implementation
Hand in 1-2 page specification of how your 
implementation is going to work (Sept 13)
Be as detailed as possible about the input and output 
of the system
Timeline:

This week: specification
Sept 20: demo your system (no writeup)
Sept 27: present evaluation of your system



Instances of graphical models
Probabilistic models

Graphical models

Directed Undirected

Bayes nets MRFs

DBNs

Hidden Markov Model (HMM)

Naïve Bayes classifier

Mixtures
of experts

Kalman filter
model Ising model
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Graphical Model Definitions

Representation: compactly representing joint 
probability distributions
Inference: determine hidden states of a system 
given noisy observations
Learning: how to estimate parameters and 
structure of the model
Decision theory: how to convert belief into 
action
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Outline (today)

Part 1: Representation
Fundamentals
Bayes nets
D-separation
Dynamic Bayes nets

Hidden Markov models

Commonly used variations
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Future Topics

Part 2: Exact inference in DBNs; learning 
parameters from data
Part 3: Approximate inference in DBNs
Part 4: Undirected graphical models (Markov 
Random Fields)
Part 5: Determining model structure from data 
(emerging research area)
Part 6: Decision-making models (MDP, POMDP)
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Applications

Too numerous to name….
Bayes nets:

User interfaces
Medical diagnosis
Fault diagnosis

Dynamic Bayes nets:
Speech recognition (hidden Markov models)
Command line interfaces
Motion tracking and prediction
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Bayes Net Toolbox

Available at sourceforge: 
http://bnt.sourceforge.net
Developed by Kevin Murphy
Open-source collection of Matlab functions for 
inference and learning of (directed) graphical 
models
Over 100,000 hits and about 30,000 downloads 
since May 2000
About 43,000 lines of code (of which 8,000 are 
comments) 
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Independence in directed graphs

A path between A and B is blocked if there is a 
node C such that:

The path has converging arrows at C and none of C 
or its descendants are given.
The path does not have converging arrows at C and C 
is given.

If all paths between them are blocked, then A 
and B are independent.  This kind of separation 
is called d-separation.
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Why are Bayes nets useful?

- Graph  structure supports:
- Modular representation of knowledge
- Local, distributed algorithms for inference and learning
- Intuitive (possibly causal) interpretation

- Factored representation may have exponentially 
fewer parameters than full joint P(X1,…,Xn) =>

- lower sample complexity (less data for learning)

- lower time complexity (less time for inference)
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Qualitative part: 
Directed acyclic graph 

(DAG)
• Nodes - random vars. 
• Edges - direct influence

Quantitative part: 
Set of conditional 
probability distributions
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BE P(A | E,B)
Family of Alarm

Earthquake

Radio

Burglary

Alarm

Call

Compact representation of joint probability 
distributions via conditional independence

Together:
Define a unique distribution 
in a factored form

)|()|(),|()()(),,,,( ACPERPEBAPEPBPRCAEBP =

What is a Bayes (belief) net?

Figure from N. Friedman



Conditional probability distributions 
(CPDs)

• Each node specifies a 
distribution over its values given 
its parents values P(Xi | XPai

)
• Full table needs 25-1=31

parameters, BN needs 10

Earthquake Burglary

AlarmRadio

Pearl, 1988

Call

0.990.01be

0.10.9be

0.80.2be

0.10.9be

P(A|E,B)BE



Inference
• Posterior probabilities

– Probability of any event given any evidence

• Most likely explanation
– Scenario that explains evidence

• Rational decision making
– Maximize expected utility
– Value of Information

• Effect of intervention
– Causal analysis

Earthquake

Radio

Burglary

Alarm

Call

Radio

Call

Figure from N. Friedman

Explaining away effect
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Domain: Monitoring Intensive-Care Patients
• 37 variables
• 509 parameters

…instead of  237

PCWP CO

HRBP

HREKG HRSAT

ERRCAUTERHRHISTORY

CATECHOL

SAO2 EXPCO2

ARTCO2

VENTALV

VENTLUNG VENITUBE

DISCONNECT

MINVOLSET

VENTMACHKINKEDTUBEINTUBATIONPULMEMBOLUS

PAP SHUNT

ANAPHYLAXIS

MINOVL

PVSAT

FIO2
PRESS

INSUFFANESTHTPR

LVFAILURE

ERRBLOWOUTPUTSTROEVOLUMELVEDVOLUME

HYPOVOLEMIA

CVP

BP

A real Bayes net: Alarm

Figure from N. Friedman
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Dealing with time

• In many systems, data arrives sequentially
• Dynamic Bayes nets (DBNs) can be used to 

model such time-series (sequence) data
• Special cases of DBNs include

– State-space models
– Hidden Markov models (HMMs)







Example BN: Hidden Markov 
Model (HMM)

Y1 Y3

X1 X2 X3

Y2
Observations
eg. sounds

Hidden states
eg. words



CPDs for HMMs

Y1 Y3

X1 X2 X3

Y2

Transition matrix

Observation matrix

Initial state distribution

B

Aπ

Parameter tyeing

1 2 3

A=state transition matrix
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State-space model (SSM)/
Linear Dynamical System (LDS)

Y1 Y3

X1 X2 X3

Y2

“True” state

Noisy observations





Other Types of HMMs

Auto-regressive HMM Trigram models

Coupled  HMMs
Hidden Semi-Markov Models
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