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Context 
context ? = everything computationally accessible 
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AOP, FOP, and COP 
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COP Extensions (Some…) 

•  ContextS 
•  ContextS2 
•  ContextJS 
•  JCop (ContextJ) 
•  ContextPy 
•  PyDCL 
•  UseCasePy 
•  PyContext 
•  ContextR 
•  ContextG 
•  ContextAmber 
•  L1…4 

•  ContextL 
•  ContextScheme 
•  ContextJ* 
•  ContextErlang 
•  EventCJ 
•  Lambic 
•  Ambience 
•  COP.JS 
•  delMDSCO/cj 
•  Phenomenal Gem 
•  Subjective-C 
•  Context Petri Nets  
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Recent COP Developments at HPI 
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•  Behavioral (dynamic) scoping 
–  Dynamic extent of execution 
–  Almost all COP extensions 

•  Structural (topological) scoping 
–  ContextJS 
–  Development layers 

•  Open implementation for scoping strategies 
–  Allows for domain-specific scoping 
–  Mainly applied to UI framework structures 

•  Lively: Morphic 
•  Webwerkstatt : Parts 

Behavioral Variations 
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•  More applied à more useful 
•  In PL work tool support often neglected 

–  Usually too expensive, especially early… 
à Need for explorative tool building support 

•  Vivide 

•  Crosscutting nature of layers lends itself nicely to 
crosscutting software engineering concerns 
–  Explicit use-cases representation 

•  UseCasePy 
–  Dynamic contract layers 

•  PyDCL 

Development Support 
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Reactive Approaches 
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•  Semantics and types 
–  ContextFJ 

•  Symmetry 
–  No classes, only layers 
–  No base system 

•  L1..4 

•  Sideways composition very expensive 
–  Runtime support for optimizations 
–  Meta-tracing JITs 

•  R/Squeak-VM 
–  Higher performance à more (meta-level) flexibility 

Foundations 
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the last section, we do not provide syntax for layers; partial meth-
ods are registered in a partial method table, explained below. A
method M takes x as arguments and returns the value of expres-
sion e. As ContextFJ is a functional calculus like FJ, the method
body consists of a single return statement and all constructs includ-
ing with and without return values. An expression e can be a
variable, field access, method invocation, object instantiation, layer
activation/deactivation, proceed/super call, or a special expres-
sion new C(v)<C,L,L>.m(e), which will be explained shortly. A
value is an object of the form new C(v).

The expression new C(v)<D,L′,L>.m(e), where L′ is as-
sumed to be a prefix of L, is a special run-time expression and
not supposed to appear in classes. It basically means that m is go-
ing to be invoked on new C(v). The annotation <D,L′,L>, which is
used to model super and proceed, indicates where method lookup
should start. More concretely, the triple <D,(L1; · · · ; Li),(L1; · · · ; Ln)>
(i ≤ n) means that the search for the method definition will start
from class D of layer Li. So, for example, the usual method invoca-
tion new C(v).m(e) (without annotation) is semantically equiva-
lent to new C(v)<C,L,L>.m(e), where L is the active layers when
this invocation is to be executed. This triple also plays the role of a
“cursor” in the method lookup procedure and proceeds as follows

<D,(L1; · · · ; Li),(L1; · · · ; Ln)>
⇒ <D,(L1; · · · ; Li−1),(L1; · · · ; Ln)> ⇒ · · ·
⇒ <D, • ,(L1; · · · ;Ln)>
⇒ <E,(L1; · · · ; Ln),(L1; · · · ; Ln)> (E is a direct superclass of D)
⇒ <E,(L1; · · · ; Ln−1),(L1; · · · ;Ln)> ⇒ · · ·

until the method definition is found. Notice that the third element
is needed when the method is not found in D in any layer including
the base: the search continues to layer Ln of D’s direct superclass.

With the help of this form, we can give a semantics of super
and proceed by simple substitution-based reduction. For example,
consider method invocation new C().m(v). As in FJ, this expres-
sion reduces to the method body where parameters and this are
replaced with arguments v and the receiver new C(), respectively.
Now, what happens to super in the method body? It cannot be re-
placed with the receiver new C() since it would confuse this and
super. Method lookup for super is different from usual (virtual)
method lookup in that it has to start from the direct superclass of
the class in which super appears. So, if the method body contain-
ing super.n() is found in class D, then the search for n has to start
from the direct superclass of D. To express this fact, we replace
super with new C()<E,...> where E is the direct superclass
of D. We can deal with proceed similarly. Suppose the method
body is found in layer Li in D. Then, proceed(e) is replaced
with new C()<D,(L1; · · · ; Li−1),L>.m(e), where L1; · · · ; Li−1

are layers activated before Li.
A ContextFJ program (CT,PT, e) consists of a class table CT ,

which maps a class name to a class definition, a partial method
table PT , which maps a triple C, L, and m of class, layer, and
method names to a method definition, and an expression, which
corresponds to the body of the main method. In what follows, we
assume CT and PT to be fixed and satisfy the following sanity
conditions:

1. CT(C) = class C ... for any C ∈ dom(CT).
2. Object ̸∈ dom(CT).
3. For every class name C (except Object) appearing anywhere in

CT , we have C ∈ dom(CT);
4. There are no cycles in the transitive closure of the extends

clauses.
5. PT(m, C, L) = ... m(...){...} for any (m, C, L) ∈ dom(PT).

fields(C) = C f

fields(Object) = •

class C ▹ D { C f; ... } fields(D) = D g

fields(C) = D g, C f

mbody(m, C, L′, L) = x.e in D, L′′

class C ▹ D { ... C0 m(C x){ return e; } ...}

mbody(m, C, •, L) = x.e in C, •

PT(m, C, L0) = C m(C x){ return e; }

mbody(m, C, (L′; L0), L) = x.e in C, (L′; L0)

class C ▹ D { ... M } m ̸∈ M
mbody(m, D, L, L) = x.e in E, L′

mbody(m, C, •, L) = x.e in E, L′

PT(m, C, L0) undefined mbody(m, C, L′, L) = x.e in D, L′′

mbody(m, C, (L′; L0), L) = x.e in D, L′′

Figure 1. ContextFJ: Lookup functions.

Lookup functions. As in FJ, we define a few auxiliary functions
to look up field and method definitions. They are defined by the
rules in Figure 1. The function fields(C) returns a sequence C f of
pairs of a field name and its type by collecting all field declarations
from C and its superclasses. The function mbody(m, C, L1, L2) re-
turns the parameters and body x.e of method m in class C when the
search starts from L1; the other layer names L2 keep track of the
layers that are activated when the search initially started. It also re-
turns the information on where the method has been found—the in-
formation will be used in reduction rules to deal with proceed and
super. As we mentioned already, the method definition is searched
for in class C in all activated layers and the base definition and, if
there is none, then the search continues to C’s superclass. By read-
ing the rules in a bottom-up manner, we can read off the recursive
search procedure. The first rule means that m is found in the base
class definition C (notice the third argument is •) and the second
that m is found in layer L0. The third rule, which deals with the sit-
uation where m is not found in a base class (expressed by the con-
dition m ̸∈ M), motivates the fourth argument of mbody. The search
goes on to C’s superclass D and has to take all activated layers into
account; so, L is copied to the third argument in the premise. The
fourth rule means that, if C of L0 does not have m, then the search
goes on to the next layer (in L′) leaving the class name unchanged.

3.2 Operational Semantics
The operational semantics of ContextFJ is given by a reduction
relation of the form L ⊢ e −→ e′, read “expression e reduces
to e′ under the activated layers L”. Here, L do not contain duplicate
names, as we noted earlier. The main rules are shown in Figure 2.

The first four rules are the main computation rules for field
access and method invocation. The first rule for field access is
straightforward: fields tells which argument to new C(..) corre-
sponds to fi. The next three rules are for method invocation. The
second rule is for method invocation where the cursor of the method
lookup procedure has not been “initialized”; the cursor is set to be
at the receiver’s class and the currently activated layers. In the third
rule, the receiver is new C(v) and <C′,L′,L> is the location of
the cursor. When the method body is found in the base-layer class
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