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Abstract

The Walking-In-Place interaction technique was introduced to nav-
igate infinitely in 3D virtual worlds by walking in place in the real
world. The technique has been initially developed for users stand-
ing in immersive setups and was built upon sophisticated visual dis-
plays and tracking equipments.

In this paper, we propose to revisit the whole pipeline of the
Walking-In-Place technique to match a larger set of configurations
and apply it notably to the context of desktop Virtual Reality. With
our novel ”Shake-Your-Head” technique, the user is left with the
possibility to sit down, and to use small screens and standard in-
put devices such as a basic webcam for tracking. The locomotion
simulation can compute various motions such as turning, jumping
and crawling, using as sole input the head movements of the user.
We also introduce the use of additional visual feedback based on
camera motions to enhance the walking sensations.

An experiment was conducted to compare our technique with clas-
sical input devices used for navigating in desktop VR. Interestingly,
the results showed that our technique could even allow faster navi-
gations when sitting, after a short learning. Our technique was also
perceived as more fun and increasing presence, and was generally
more appreciated for VR navigation.

CR Categories: H.5.2 [Information Interfaces and Presenta-
tion]: User Interfaces—Input Devices and Strategies, Interaction
Styles, User-centered Design; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism—Virtual Reality

Keywords: Walking, Walking-In-Place, Camera Motions, Head
Tracking, First-Person-Navigation, Desktop Virtual Reality

1 Introduction

Navigation is one of the fundamental tasks needed for 3D interac-
tion with Virtual Environments (VE) [Bowman et al. 2005]. The
possibility to walk inside the VE is necessary in many applications
of Virtual Reality (VR) such as for virtual visits (review of architec-
tural and urban projects) or virtual training (technical procedures,
military infantry).

In order to provide VR users with realistic sensations of walking
while keeping them in their limited workspace, numerous types of
VR interfaces have been proposed so far [Bowman et al. 2005].
Locomotion interfaces, such as unidirectional or omnidirectional
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treadmills [Stanney et al. 2002][Iwata and Yoshida 1999], are hard-
ware solutions that enable the user to walk infinitely. But they are
often costly, complex and cumbersome. Thus, many software inter-
action techniques have been developed based on classical 3D input
devices such as joysticks or gamepads [Bowman et al. 2005]. But
they induce very limited physical movements, and sometimes gen-
erate a sensation of ”flying” in the virtual scene rather than walk-
ing [Lécuyer et al. 2006].

The Walking-In-Place (WIP) technique has been introduced by
Slater et al. [Slater et al. 1995] to enable a real physical walking
movement and an efficient navigation technique in 3D virtual envi-
ronments. The user has to consciously walk in place while motions
of his body are tracked and analyzed. The tracked Walking-In-Place
motion is used as input for the locomotion simulation inside the VE.
First implementations of WIP were all based on the processing of
head positions using a neural network. More recent models track
the positions of the heels or knees of the user to compute the re-
sulting virtual locomotion [Feasel et al. 2008][Wendt et al. 2010].
However, all existing WIP techniques require the user to stand up,
and they focus on immersive VR applications based on sophisti-
cated tracking devices and head-mounted-displays or CAVE setups.

In this paper, we propose to revisit the whole pipeline of the WIP
technique. Our intention is to extend it to match a larger set of
configurations, by notably applying it to desktop setups. As a result,
we propose to improve the WIP technique on three main aspects,
corresponding to the three main innovations claimed in our paper:

• Novel user interface capacities. We introduce (1) the pos-
sibility for the user to stand or sit (using classical interaction
paradigms of desktop VR with mouse), and (2) the possibility
to use screens (with limited field of view) and low-cost track-
ing (webcam) by using the use of head movements as main
input of WIP control laws.

• Novel locomotion simulation. We extend the range of pos-
sible motions with WIP to: walking, turning, jumping and
crawling, using heuristics and control laws based exclusively
on users’ head movements.

• Novel visual feedback of walking. We introduce the pos-
sibility to combine our approach with more realistic visual
feedback of walking, i.e. camera motions, that are known to
improve the sensation of walking [Lécuyer et al. 2006].

2 Related Work

Navigating in a virtual environment can be achieved in numerous
ways. The most straightforward solution probably consists in walk-
ing naturally in the real world, using for instance Head Mounted
Display (HMD) together with a tracking system which measures
head position for updating viewpoint (or virtual camera position
and orientation) in the virtual environment. However, this solution
can rarely be used due to the limited physical workspace in the real
world, as well as limitations of the tracking devices.

To overcome this problem, numerous ”locomotion interfaces” have
been designed. The locomotion interfaces keep the user within
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Input/Output Interfaces Interaction Technique
References Output: Display Input: Tracking Control Law Available Motions

[Slater et al. 1995] HMD Head Neural network FW, Turn
[Usoh et al. 1999] HMD Head Neural network FW, Turn

[Templeman et al. 1999] HMD Knees, waist, hands, head Knee pattern FW, BW, Diagonal, Sidestep, Turn
[Razzaque et al. 2002] CAVE Head Neural network FW, Turn

[Yan et al. 2004] CAVE Legs, waist, head Leg speed relation FW, Turn
[Feasel et al. 2008] HMD Shins Filtered heels speed FW (various speeds), Turn
[Wendt et al. 2010] HMD Shins Biomechanical state machine FW (various speeds), Turn

Table 1: Overview of existing Walking-In-Place techniques.

the limits of the physical workspace while allowing to navigate in-
finitely in the virtual world. A classical hardware approach consists
in using a treadmill which can be either unidirectional (such as the
Sarcos Treadport [Stanney et al. 2002]) or omni-directional (such
as the Torus Treadmill [Iwata and Yoshida 1999]). Other locomo-
tion interfaces can be based on feet-platforms [Iwata et al. 2001],
walking inside a rotating sphere [Fernandes et al. 2003], or a set
of moving tiles [Iwata et al. 2005]. However, the current locomo-
tion interfaces are often too expensive, cumbersome, or complex
for being integrated easily in both VR or desktop applications.

Thus, numerous interaction techniques have been developed to pro-
vide software-based navigation capabilities in VR. For instance, the
World In Miniature (WIM) technique [Pausch et al. 1995] is based
on a miniature graphical representation of the VE which can be used
to select destinations in the VE. The virtual camera ”flies” automat-
ically to the new position selected in the WIM. The Magic Barrier
Tape [Cirio et al. 2009] is another interaction metaphor which en-
ables to navigate infinitely when immersed in a virtual scene, when
located in a restricted walking workspace. The physical boundaries
of the workspace are displayed in the virtual environment using a
barrier tape that must not be crossed by the user but that can be
moved in the VE with a joystick.

Besides, classical input devices such as mice, keyboards and joy-
sticks can also be used within interaction metaphors to navigate
from one virtual place to another [Bowman et al. 2005]. An effi-
cient solution for navigating in 3D VE with a desktop configuration
is the interaction paradigm proposed in most First-Person Shooter
video games (FPS). It relies on mouse control (for orienting the
viewpoint and the direction of motion), and keyboard keys (for for-
ward, backward and lateral motions). However, such interaction
techniques, relying exclusively on manipulated input devices, do
not provide any proprioceptive or vestibular feedback of walking,
and lead to a poor sensation of walking in the VE.

An efficient solution to enhance the sensation of walking in virtual
worlds consists in playing with visual feedback and adding artifi-
cial camera motions [Lécuyer et al. 2006]. Such camera motions
can simulate the visual flow corresponding to natural oscillations
of the body and head during the walk. This approach also simu-
lates the ocular reflexes present when walking [Hillaire et al. 2008].
Camera motions were shown to improve sensation of walking and
perception of traveled distances in VE [Terziman et al. 2009].

Interestingly, novel commercial systems for optical tracking of
body movements have appeared such as the EyeToy for Playsta-
tion 2 or, more recently, the Microsoft Kinect . Both systems are fo-
cused on interaction with multimedia content and video games but,
for the moment, these systems have not been used for direct walk-
ing in 3D virtual environments such as when ”walking in place”.

Walking-In-Place (WIP) is an interaction paradigm designed for
both an improved sensation of walking and an efficient navigation
in virtual environments [Slater et al. 1995]. The WIP technique

consists in consciously walking in place in the real world. Previ-
ous papers on WIP are presented in Table 1. The first implemen-
tation proposed for WIP was based on a HMD. Head tracking was
used to predict and detect the steps of the user using a neural net-
work [Slater et al. 1995]. When user’s steps were detected, the
viewpoint automatically moved forward in the VE. The advance
direction was simply related to the head’s direction. In the next
implementations of WIP, the processing of head movements with a
neural network was abandoned. The next systems could track the
motions of the user’s knees or heels. Then, using pattern recog-
nition [Templeman et al. 1999], frequency analysis [Feasel et al.
2008] or biomechanically inspired state automaton [Wendt et al.
2010] the user’s steps could be detected and translated into a vari-
able advance speed depending on the steps frequency.

When considering Table 1, it seems that all the WIP techniques
described in the literature so far are meant for highly immersive
virtual environments and use either HMD or CAVE for visual dis-
play [Razzaque et al. 2002]. These setups use position/orientation
tracking of body parts to detect footsteps and compute an advance
speed [Feasel et al. 2008]. The few systems based on head move-
ments are all using neural network as a processing scheme [Slater
et al. 1995]. Turning in the virtual world is often achieved us-
ing the orientation of one of the tracked points (e.g., head, waist,
chest) [Templeman et al. 1999].

Unfortunately, very few evaluations of WIP have been carried out
up to now to compare it with other existing navigation techniques.
Moreover, these rare studies have mostly used subjective question-
naires, excepted in [Whitton et al. 2005]. Considering the data
available in the literature, it seems that WIP can increase presence
compared to classical joystick-based interaction [Razzaque et al.
2002][Usoh et al. 1999]. WIP is also perceived as a more natural
technique [Yan et al. 2004]. However, WIP might also result in an
increased cybersickness [Usoh et al. 1999]. WIP seems also less
efficient in term of usability than a real walk [Feasel et al. 2008].

3 Shake-Your-Head: Revisiting WIP for Desk-
top VR

We propose to revisit the whole pipeline of the Walking-In-Place
technique to match a larger set of configurations and apply it to the
context of desktop Virtual Reality. Our approach is schematized in
Figure 1. The Figure highlights the main differences between our
approach and the classical and existing WIP techniques.

With the Shake-Your-Head technique, the user can be standing or
sitting (such as in traditional video games or desktop VR config-
urations). The user interacts with the system by means of head
movements. These head movements can be captured using differ-
ent tracking interfaces, but we insist on the use of low-cost optical
tracking with standard webcams. The locomotion simulation pro-
poses not only the computation of a virtual walking motion but also

28



Figure 1: Overview of our novel approach for Walking-In-Place
(one star stresses improvement of existing component, two stars
stress additional components).

turning, jumping, and crawling possibilities. As a result, the user
can perceive the locomotion in the virtual world by means of inte-
grated virtual camera motions on the three axes of motion, to further
enhance the sensation of walking.

In the following section, we will successively describe the differ-
ent parts of our approach, namely: (1) the 3D user interface in-
put/output, (2) the interaction techniques developed for the compu-
tation of the virtual locomotion, and (3) the visual feedback relying
on camera motions.

3.1 Input/Output Interfaces

Our method proposes new features in terms of interfaces in order
to extend the set of configurations where WIP can be applied, es-
pecially for Desktop VR. Thus, we propose to incorporate new de-
vices for both input and output user interfaces in the VE.

3.1.1 Input: Tracking Based on Head Motions

The input interface of our method is only based on head motions.
In our implementation, the input interface is reduced to a webcam,
allowing the use of our method for Desktop configuration without
any additional peripheral. However, our method can also be imple-
mented with other classical VR tracking systems.

Use of Head Movements. The main concept of our method is to
exploit the head oscillations as a transposition of the one observed
during natural walking. While walking, the head of the user os-
cillates along the lateral, vertical and forward axes [Lécuyer et al.
2006]. The oscillations are strongly correlated to gait events and
foot steps. Moreover, these oscillations also occur while walking in
place and can be measured.

The head motions are classically retrieved in the existing WIP tech-
niques thanks to the use of regular position trackers [Slater et al.
1995]. More generally, any tracking device can be used, as long as
its accuracy is within the range of 1cm. Moreover, the acquisition

process of the required position does not have any influence, as long
as the real time constraint is maintained. In our method, we propose
the use of a video camera system to handle the tracking of the user
head. Thus, our interaction technique can be deployed on a large
scale at low cost for training purpose or video games for example.

Extracted Data. In our method, we propose to use 3 Degrees of
Freedom (DOF) that can be easily accessed in the image frame pro-
vided by the webcam:

• The lateral position x (and the computed speed Vx);

• The vertical position y (and the computed speed Vy);

• The rotation of the head in the frontal plan r.

These three head motions are illustrated in Figure 2.

Figure 2: Extracted head motions: (a) lateral motion, (b) vertical
motion, (c) roll motion.

Implementation. The use of the webcam to track the 3D position
of the user head without using markers requires the implementa-
tion of real time constraints for the algorithms, i.e. more than 25
frames per seconds. Our implementation is based on the Camshift
(Continuously Adaptive Mean Shift) algorithm [Bradski 1998] im-
plemented in the OpenCV library. This algorithm is based on color
tracking and is well-suited for real-time tracking of features of a
given color, such as the face of the user.

While the user is standing in front of the webcam, our algorithm
recognizes him as an ellipsoid. The position of the head (x, y) can
be deduced from the center of the ellipse and the orientation angle
of the head r is given by the angle with the vertical of the ellipse.
However, x and y depend on the resolution of the used webcam.
Thus, we compute a normalized position (xn, yn) on [-1; 1] on
both axes. From the normalized positions of the head (xn, yn), we
compute the instantaneous speeds Vx and Vy , and we use Kalman
filters on all values to reduce the noise produced by the algorithm.

3.1.2 Output: Immersive and Desktop Visual Displays

Our method can be used with both immersive and regular screens
as output interface with the VE. A requirement of desktop VR ap-
plications was to propose a technique that is usable with a limited
Field of View (FOV). In regular WIP techniques, the provided FOV
is always 360◦, except in [Razzaque et al. 2002] where they used
the redirected walking technique to simulate a 360◦ FOV in a 4-
walls CAVE. In this paper, our technique is evaluated with both
LCD laptop screens to fulfill the Desktop VR pre-requisite or video
projected output. Our method can also be used with the classical
output used with WIP, i.e. with HMDs or CAVEs.
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3.2 Walking Simulation

3.2.1 Walking States

The main goal of our interaction technique is to translate the inputs
of the user, i.e. head motions, into virtual motions in the VE. The
user should be able to perform various motions while navigating
in the VE. We implemented different locomotion states: walking,
turning, jumping and crawling. To manage these different states,
we added a state automaton to our algorithm (Figure 3). The state
transitions are governed by the user head motions and the main in-
puts are the lateral velocity Vx and the vertical velocity Vy .

Figure 3: Walking state automaton: the main inputs are the ve-
locities Vx and Vy . Vx allows the transition from the Stop state to
the Forward motion; Vy allows the transition to the Jump or Crawl
states. The Turn motion is not represented as it can be activated in
any state, depending on the head orientation.

3.2.2 Forward State

The forward movements in the VE are governed by the lateral os-
cillations as main input. Our technique is designed to emphasis the
idea of walking with a variating advance speed depending on the
user head motions. The advance velocity Va oscillates regularly,
accordingly to the lateral head motions. One head oscillation pe-
riod corresponds to one step. The footstep events are simulated by
a null advance speed and correspond to a modification of the lateral
velocity sign of the user’s head. Thus, when the user’s head reaches
the maximal amplitude of the oscillations, the oscillating speed is
null, as well as the advance speed, simulating a foot step.

For more realistic movements, we introduced two thresholds Tmin

and Tmax. Tmin allows to stop the forward movements when the
lateral head motions are too small. Tmax allows to avoid unrealistic
high speed walks. The advance velocity Va is computed in two
steps in order to test these thresholds. The equations of Va are:

Vn1 = min(abs(Vx),Tmax)
Tmax

Vn2 =


0 if Vn1 < Tmin

Vn1 otherwise
Va = Vn2 ∗ Vmax

(1)

Finally, the advance speed V of the camera inside the VE is adapted
depending on the current locomotion state and is given by:

V =

8<: Va if state = walk
0.4 ∗ Va if state = crawl
Vmax if state = jump

(2)

We chose normalized thresholds with the following values: Tmin =
0.05 and Tmax = 0.5. We also set Vmax to 3.5 meters per second,
corresponding to the maximal speed that can be achieved.

3.2.3 Jump and Crawl States

Comparing to existing WIP techniques, we chose to add 2 new
states to the navigation possibilities in the VE: Jump and Crawl
motions. The jump and crawl states are governed by the vertical
oscillations of the user’s head. If the vertical velocity exceeds nor-
malized thresholds Tjump in upward direction and Tcrawl in down-
ward direction, the user can jump and crawl respectively in the VE.
In practice, it means that the user will need to slightly jump or bend
forward if he is seated, or jump or crouch down if he is standing.
The user has to stand-up to stop crawling.

When a jump is detected, the vertical position of the camera is set
to follow a classical parabolic trajectory defined by:

ycamera =
1

2
∗ g ∗ t2 + V ∗ t (3)

with g the gravity acceleration and t the time. The jumping state
is left automatically while landing, i.e. when the camera reaches
again its normal height H (known as the reference state when the
algorithm starts). After preliminary testings, we set Tjump = 0.3
and Tcrawl = 0.4. While the crawling state is activated, the vertical
position of the virtual camera ycamera is lowered by 1m.

3.2.4 Turn State

In parallel to Forward, Jump and Crawl states, the user has the pos-
sibility to turn inside the VE in order to modify his navigation di-
rection. During a turn in a normal walk, the human body leans
slightly in direction of the center of the turn to compensate the cen-
trifugal force [Courtine and Schieppati 2003]. This phenomenon is
often reproduced by video games players which can tend to lean in
the direction of the turn even if it does not have any influence on
their in-game trajectory. Thus, we choose to use this property to
implement turns in our system as a control law based on the head
orientation on the roll axis. To turn in the VE, the user has to lean
his head in the left or right side respectively to turn left or right in
the VE. The rotation speed Vr of the virtual camera is given by:

Vr =

8<: Vrmax if r > rmax

−Vrmax if r < −rmax

0 otherwise
(4)

where rmax is the minimum angle of head inclination to start the
rotation and Vrmax is the maximal angular speed of the rotations.
In our experiment, we set rmax = 15◦ and Vrmax = 45◦/s.

3.3 Visual Feedback Based on Camera Motions

To further emphasize the perception of walking in the VE, we ex-
tended the visual rendering of the WIP using camera motions driven
by the user’s head oscillations. There are existing models in the lit-
erature that make the virtual camera oscillating along the three axes
([Lécuyer et al. 2006] for example). However, the oscillations are
totally independent from the user interactions.

We introduce a new model of camera motions adapted to the user’s
head motions. The camera oscillations along the different axes must
follow the user in real time to maintain the coherency of the system.
Thus we have implemented a novel visual feedback with camera
motions along the vertical, lateral and advance axes.

3.3.1 Advance Oscillations

The advance speed V of the view point already oscillates. The cam-
era motions are indeed intrinsically linked to the advance velocity

30



of the control law presented in paragraph 3.2.2. As a result, ex-
tra camera motion is not necessary along this axis and the advance
camera velocity corresponds exactly to V .

3.3.2 Lateral Oscillations

In order to move in the VE, the user has to make his head oscillating
from left to right. Thus, as the user moves in front of the screen, his
view point of the scene is modified to follow the head oscillations.

The lateral oscillations of the camera are computed as a function of
the user’s position. If d is the distance of the user to the screen and
α and β the opening angles of the webcam, the real world position
of the user in front of the screen depends on the normalized coordi-
nates xn and yn. The real world position of the user’s head is given
by the following coordinates:

xreal = xn ∗ d ∗ tan(α/2)
yreal = yn ∗ d ∗ tan(β/2)

(5)

Finally, the virtual camera is moved along the lateral axis by a dis-
tance xcamera equals to: xcamera = Ax ∗ xreal. We set the scale
factor Ax = 1 to match the user’s head displacement and thus gen-
erate the illusion that the screen is a window through which the user
can observe directly the VE. However, other values can be used to
amplify the camera motions for example. The webcam used during
the experiment was such as α = 60◦ and β = 45◦.

3.3.3 Vertical Oscillations

The vertical oscillations of the camera can not be computed with
the same algorithm as for lateral oscillations. In a desktop VR con-
text the user can be seated and not be able to produce high vertical
oscillations.

In our method, we propose to generate pseudo-sinusoidal vertical
camera oscillations based on the current phase of the virtual gait
cycle. Similarly to advance speed control law, the vertical ampli-
tude ycamera of the camera oscillations is given by:

ycamera = Vn2 ∗ y
max
camera (6)

where ymax
camera is the amplitude of the vertical oscillations for ve-

locities greater or equal to the Tmax threshold. For smaller speeds,
the amplitude of the oscillations is proportional to this maximum,
thus increasing the perception of the variations in advance speeds.
Using the same factor between the camera motions and the advance
velocity forces the synchronization, resulting in a smooth final vi-
sual rendering. In our implementation, we set ymax

camera = 15cm.

3.4 Discussion

To summarize, our approach is composed of (1) an input interface
based on the sole user’s head movements, (2) a locomotion simula-
tion in the VE composed of various possibilities such as jumping,
crawling, turning, and (3) a visual feedback of walking relying on
oscillating camera motions. The head motions are tracked along 3
Degrees of Freedom (DOF): lateral, vertical and roll axis (Figure 2).
These different physical motions are transposed in virtual move-
ments thanks to a locomotion automaton (Figure 3). We then added
oscillating camera motions (Equations 2, 5 and 6) to the visual feed-
back to enhance the walking sensation. The different control laws
were parametrized after preliminary testings. But of course some
parameters can be modified in order to amplify/decrease some ef-
fects during the locomotion simulation. Besides, other movement
possibilities could also be envisaged and added to our automaton
such as running state or backward movement.

4 Evaluation

The evaluation of the proposed technique was performed using a
comparison with classical techniques in Desktop VR. We chose
keyboard and joystick peripherals for seated and standing positions
respectively as they are often used in Desktop VR context. The ex-
periments were conducted using 3D VE displayed on a screen and
we investigated the effectiveness of our technique to travel complex
paths composed of different gates placed in the VE.

In this paper, we choose to not compare our technique to exist-
ing WIP techniques, and instead used more common interfaces that
followed our low cost requirement. We conducted the evaluation of
the proposed technique in both immersive Standing Up (SU) posi-
tion and Desktop Sitting Down (SD) position. The keyboard and
joystick were chosen respectively as the control conditions in the
SD position and the SU position. Both keyboard and joystick pe-
ripherals are referred as Control techniques (Ctrl) in the following
paragraphs. Our technique is referred with the ”WIP” suffix.

4.1 Method

4.1.1 Virtual Environment

The evaluation was performed within a 3D virtual environment
without any contextual cues. The only landmarks were the gates
that the user had to navigate through. A fog effect was added to
mask the distant gates, allowing to perceive only the 2 or 3 closest
gates. A texture on the ground provided useful visual flow infor-
mation during the navigation. The scene was normally illuminated,
and no shadows were drawn as illustrated in Figure 4.

Figure 4: Virtual environment with different gates to represent the
path that the user has to navigate through.

4.1.2 Population

Twelve participants (10 males and 2 females) aged from 22 to 35
(mean=25.4, standard deviation=3.35) performed the experiment.
Two participants were left-handed and none of them had known
perception disorders. All participants were used to VEs but were
naı̈ve with respect to the proposed technique, as well as to the ex-
perimental setup and purpose of the experiment.

4.1.3 Experimental Conditions

The experiment was carried out in a room with controlled luminos-
ity (using two projectors). There were two visual conditions corre-
sponding to the two different configurations (SD and SU). The two
configurations are illustrated in Figure 5. For the SU configuration,
participants were at a distance of 1.5 m in front of a 1.72 m large
and 1.24 m height back-projected screen (physical field of view of
60◦ horizontally and 45◦ vertically). During the SD configuration,
they sat in front of a 17 inches widescreen laptop screen (physi-
cal field of view of 30◦ horizontally and 18.5◦ vertically). In both
cases, the resulting image had a resolution of 1600 × 1200 pixels.
We used monoscopic rendering, with a frame rate of 60 Hz. The
projector used was a DepthQ Stereoscopic.

31



(a) (b)

Figure 5: Description of the experimental setup for (a) the Stand-
Up (SU) configuration, and (b) the Sit-Down (SD) configuration.

4.1.4 Experimental Apparatus

In our experiment, the goal was to compare our technique to clas-
sical interface devices (keyboard and joystick). During the experi-
ment, the participants had to navigate in the VE through 3 different
paths composed of 8 gates each. The 2 first paths, called Normal,
were composed of 3 meters by 3 meters wide gates regularly dis-
posed in order to form a slalom. The third path, called Steeple, was
composed of 1.5 meters high tunnels and 80 cm high fences (4 of
each). For this path, the users had to jump and crawl to pass the
gates, while the 2 other paths only required a simple navigation.

The classical interface devices were implemented as follow:

• Keyboard: Forward and turn motions were triggered using the
forward, left and right arrow keys. The jumping was triggered
by the left Shift key and the crawling by the left Control key.

• Joystick: Forward and turn motions were triggered using the
left joystick of a gamepad. Jumping and crawling were trig-
gered with two of the right buttons.

To provide a fair comparison between WIP and Ctrl conditions, the
oscillating camera motions were also implemented in the two Ctrl
conditions. To do so, we used the best implementation described
in [Lécuyer et al. 2006]. Moreover, the Ctrl condition advance
speed was set to match the WIP condition average advance speed,
which had been measured in a preliminary phase.

The participants had to press the ”Enter” key at the beginning of
each block of conditions to launch the experiment. At any time
during the experiment they had the possibility to make a break by
pressing the ”Space” key. After each trial, the participants were
automatically teleported to the beginning of the next trial. A black
screen displayed 2 s notified the beginning of the new trial.

4.1.5 Experimental Plan

The participants were exposed to 4 blocks of 18 trials each: one
block for each of the possible combinations of the experimen-
tal conditions. The combinations were the following: (1) Sitting
Down, using the keyboard (SD-Ctrl); (2) Sitting Down, using the
our technique (SD-WIP); (3) Standing Up, using the joystick (SU-
Ctrl); (4) Standing Up, using the proposed technique (SU-WIP).

The participants were split in 4 groups equally composed of 3 peo-
ple each. Two groups started with the SD configuration and the 2
other with the SU configuration. We counter-balanced the condi-
tions between them, meaning that the group starting with Ctrl con-
dition in the SD configuration starts with WIP condition in the SU
configuration. For each of the 18 trials of a block, the participants
had to navigate through the 3 paths. The 12 first trials were com-
posed only of the normal paths (6 for each, in a random order), and
the last 6 trials corresponded to the steeple path.

4.2 Collected Data

The WIP techniques are generally evaluated only with subjective
questionnaires to evaluate presence or cybersickness. In our eval-
uation, we added new criteria based on the task performed by the
participants. Thus, we measured for each participant the task com-
pletion time for each trial and the percentage of success for the
different gates. A subjective questionnaire was also proposed.

4.3 Results

4.3.1 Task Completion Time

For each participant, the task completion time of each trial was
measured for the different experimental conditions. An exploratory
analysis was first performed. A Principle Component Analysis re-
vealed the presence of one spurious individual who has been taken
out from the analysis. A specific analysis was developed to study
the learning effect of the two conditions (Joystick/Keyboard and
WIP techniques). A linear model where all conditions are mixed
was fitted to explain the relation between the task completion times
and the trial number. It revealed that the slope of the linear re-
gression was significantly lower than zero (p-value < 0.000001),
reflecting a significant decrease in the task completion time as the
number of trials increases. The same analysis, where the first trial
was removed, showed that the slope was not significantly different
from zero anymore. In the following paragraph, the first trial was
removed from the analysis as it corresponds to a learning effect.

A two-way ANOVA was performed on the 2 different conditions
(Joystick/Keyboard and WIP techniques) and the 2 different posi-
tions (Sit-Down and Stand-Up). A post-hoc analysis using Tukey’s
procedure was then performed. The ANOVA was achieved sepa-
rately for the two different types of paths (normal/steeple).

Concerning the normal path, the two-way ANOVA accounting for
the conditions and the positions revealed a significant dependency
between the position and the task completion time (F (1, 11) =
31.9981, p < 0.0001) and between the condition and the task
completion time (F (1, 11) = 6.0449, p = 0.0143). Interaction
between condition and position was also considered as a significant
factor to discriminate task completion time (F (1, 11) = 27.1921,
p < 0.0001). Post-hoc analysis showed that the task completion
time in the SD-WIP configuration (M = 55.67s) was significantly
lower than in the SD-Ctrl configuration (M = 61.72s), adjusted
p-value < 0.0001, in the SU-Ctrl configuration (M = 62.06s),
adjusted p-value < 0.0001, and in the SU-WIP configuration
(M = 64.23s), adjusted p-value < 0.0001. The other pairs of
effects did not give any significant adjusted p-values.

The results concerning the different conditions are represented in
Figure 6 for Sit-Down and Stand-Up experiments respectively, for
the normal path only. The results are ordered in function of the
trials. The first trial was kept to illustrate the learning effect.

For the steeple path, the pre-analysis suggested the presence of a
spurious individual and the existence of one learning trial. The two-
way ANOVA accounting for the conditions and positions revealed
a significant dependency between the position and the task comple-
tion time (F (1, 11) = 8.5665, p < 0.005), and the condition and
the task completion time (F (1, 11) = 11.8925, p < 0.001. In-
teraction between condition and position was also considered as a
significant factor to discriminate task completion time (F (1, 11) =
8.7647, p < 0.005). Post-hoc analysis showed than the task com-
pletion time in the SU-WIP configuration (M = 86.07s) was sig-
nificantly higher than in the SD-Ctrl configuration (M = 74.78s),
adjusted p-value < 0.0001, in the SU-Ctrl configuration (M =
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(a) Sit-Down Experiment (b) Stand-Up Experiment

Figure 6: Task completion time for the two different techniques on
normal paths for (a) SD experiments and (b) SU experiments. The
blue and red light colors correspond to the Ctrl and WIP conditions
respectively. Each boxplot is delimited by the quartile (25% quan-
tile and 75% quantile) of the distribution of the condition over the
individuals. The median is also represented for each condition.

74.72s), adjusted p-values < 0.0001 and in the SD-WIP configu-
ration (M = 75.64s), adjusted p-values < 0.0001. The other pairs
of effects did not give any significant adjusted p-values.

4.3.2 Accuracy

For each participant and for each trial, the percentage of errors for
the different paths was measured. The two types of path (Normal
and Steeple) are separated. The resulting percentages are for the
normal path: 0.61% of error for SD-WIP configuration, 0% of er-
ror for SD-Ctrl configuration, 1.39% of error for SU-WIP configu-
ration, 0.09% of error for SU-Ctrl configuration.

The resulting percentages are for the steeple path: 20.49% of error
for SD-WIP configuration, 7.81% of error for SD-Ctrl configura-
tion, 27.28% of error for SU-WIP configuration, 13.19% of error
for SU-Ctrl configuration. We found a significant effect between
Ctrl and WIP techniques for the steeple path.

4.3.3 Subjective Questionnaire

After Sit-Down and Stand-Up configurations, a preference ques-
tionnaire was proposed in which participants had to grade from 1
(low appreciation) to 7 (high appreciation) the four different con-
ditions (SD-Ctrl, SD-WIP, SU-Ctrl, SU-WIP) according to 9 sub-
jective criteria: (a) Fun, (b) Easiness of Use, (c) Intuitive, (d) Ac-
curacy, (e) Presence, (f) Walking realism, (g) Fatigue, (h) Cyber-
sickness and (i) Global appreciation. Figure 7 shows the results
concerning the grades (Likert-scale) obtained by the two different
techniques for each of the subjective criteria, for the two experi-
mental conditions (SD and SU). The grade 7 for Fatigue and Cy-
bersickness respectively means that the technique does not induce
any fatigue and does not imply any cybersickness feeling.

Concerning SD configuration, no significant effect was found for
the following criteria: Intuitive (p = 0.052) and Cybersickness
(p = 0.12). Concerning SU configuration, no significant effect
was found for the following criteria: Intuitive (p = 0.3), Walking
realism (p = 0.19) and Cybersickness (p = 0.21). We found a
significant effect for all other criteria. In particular, our technique
was better ranked for Fun, Presence and Global Appreciation, for
both configurations.

5 Discussion

Our results suggest that our technique can allow efficient navigation
even compared with standard and well-known input devices such

(a) Sit-Down Experiment (b) Stand-Up Experiment

Figure 7: Results for subjective rating for the two different tech-
niques for (a) SD experiments and (b) SU experiments. The blue
and red light colors correspond to the Ctrl and WIP conditions re-
spectively. The subjective criteria are (a) Fun, (b) Easiness of Use,
(c) Intuitive, (d) Accuracy, (e) Presence, (f) Walking realism, (g)
Fatigue, (h) Cybersickness and (i) Global appreciation. Each box-
plot is delimited by the quartile (25% quantile and 75% quantile)
of the distribution of the condition over the individuals. The median
is also represented for each condition.

as keyboards and gamepads. The participants could sometimes go
even faster with WIP, without any strong loss in precision. The
WIP-based interaction seems also fast to learn, after only a couple
of trials. The technique is well appreciated and perceived as more
immersive and more fun than classical configurations.

The quick learning of our technique could be explained by the fact
that interfaces based on webcam are generally intuitive and sim-
ple to learn [Polaine 2005]. After the learning phase, WIP tends to
become faster than the keyboard in sitting condition. One explana-
tion could be that with our technique (but also with the joystick in
the standing condition) we could observe that participants tended
to turn without stopping their advance motion. On the contrary,
with the keyboard condition, participants tended to walk and turn
sequentially, which might have globally increased the task comple-
tion time. Another explanation could be that, in our implementa-
tion of WIP, the advance speed is influenced by the speed of lat-
eral movements. The seated position allows the user to make faster
oscillations than the standing position, and thus to accelerate the
walking motion by making fast lateral oscillations. Interestingly,
these faster motions did not impair the precision of users.

The longer task completion time observed for WIP in the steeple
paths (involving jumping and crawling motions) could be due to
unexpected behaviors which induced incorrect transitions in our lo-
comotion automaton. Indeed, some participants acted as if they
were ”anticipating” the jumps and bent down prior jumping. We
could easily fix this problem in the future by using additional con-
ditions in our automaton based on both speed and position.

Results from the questionnaire are very consistent with previous
subjective evaluations of WIP [Usoh et al. 1999]. In our study, the
WIP is more appreciated, and is perceived as more fun, and improv-
ing presence. As expected, more standard techniques (i.e. joystick
and keyboard) are found easier to use, more precise, and less tiring
(as they induce less physical movements). Interestingly, impression
of cybersickness is not increased by WIP. This could be due to our
desktop (and thus less immersive) configurations. Last, realism of
walking in the VE was significantly improved only in the sitting
condition. The perception of walking with WIP is actually quite
complex, as participants wrote: ”we have the impression to be a
video game character”, ”the motions are exaggerated”, or ”we re-
ally have the sensation of walking, and not running”. In the standing
condition, some participants found that the physical motions were
closer to ”skiing” or ”skating”, as they noticed that they did not lift
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their feet from the ground but only oscillated their body. For these
people we could further stress in the future that our implementation
of WIP still works very well when lifting the feet and walking in
place, as the oscillations of the head can be captured the same way
in both situations (lifting the feet or not).

Taken together, our results suggest that our Shake-Your-Head tech-
nique could be used in a wide range of applications, when navigat-
ing in a 3D world, in sitting or standing configurations. It seems to
be both a low-cost and an efficient paradigm that can match a lot of
walking motions. It could thus be used for training in VR with more
physical engagement (military infantry, vocational procedures), or
more realistic virtual visits such as for project review in architecture
or urban planning.

6 Conclusion

This paper proposed to revisit the whole pipeline of the Walking-
In-Place technique to match a larger set of configurations and apply
it notably to the context of Desktop Virtual Reality. We have intro-
duced the Shake-Your-Head technique using as sole input the head
movements of the user. It can be used in a desktop configuration
with the possibility for the user to sit down and to navigate in the
VE through small screens and standard input devices such as a ba-
sic webcam for tracking. We implemented various motions such as
turning, jumping and crawling in the locomotion simulation. We
also introduced the use of additional visual feedback based on cam-
era motions to enhance the walking sensation.

We conducted an experiment in order to evaluate our technique
compared to standard techniques such as keyboard and joystick.
In this experiment, participants had to walk through a series a gates
forming a slalom path. The evaluation was performed both in an
immersive and desktop configurations. We notably found that WIP
technique only requires a small learning time to allow faster navi-
gation in seated position compared to the keyboard. Moreover, our
technique was more appreciated and considered as more fun and
inducing more presence than the other classical techniques.

Future work will focus on improving the underlying locomotion
simulation. We could add new features such as running or backward
movements in the VE. We could also improve the control laws with
a more biomechanically-inspired description. Second, we also plan
to conduct more evaluations, especially for further studying the per-
ceptive aspects and measuring the influence of WIP on estimating
spatial properties of VE.
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