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Abstract 
In this paper we introduce a procedure that identifies 
a fixed order of training pattern presentation for Fuzzy 
ARTMAP. The resulting algorithm is named Ordered Fuzzy 
ARTMAP. Experimental results have demonstrated that 
Ordered Fuzzy ARTMAP achieves a network performimce 
that is better than the average Fuzzy ARTMAP network 
performance (averaged over a fixed number of random 
orders of pattern presentations), and occasionally better 
than the maximum Fuzzy ARTMAP network performitnce 
(maximum over a fixed number of random orders of pat- 
tern presentations). What is also worth noting is that the 
computational complexity of the aforementioned procedure 
is only a small fraction of the computational complexity re- 
quired to complete the training phase of Fuzzy ARTMAP 
for a single order of pattern presentation. 

1 Introduction 
Pattern classification is a key element to many engineer- 
ing solutions. Sonar, radar, seismic, and diagnostic appli- 
cations all require the ability to accurately classify data. 
Control, tracking and prediction systems will often use 
classifiers to determine input-output relationships. Be- 
cause of this wide range of applicability, pattern classifi- 
cation has been studied a great deal. Simpson in his Fuzzy 
Min-Max paper (see [l]) identified a number of desir;%ble 
properties that a pattern classifier should possess. These 
properties are listed below: Property 1: On-Line Atiap- 
tation, Property 2: Non-Linear Sepambillity, Property 

3: Short Training Time, Property 4: Soft and Hard De- 
cisions, Property 5:  Verification and Validation, Prop- 
erty 6: Independence from Tuning Parameters, Property 
7:  Nonparametric Classification, and Property 8: Over- 
lapping Classes. 

A neural network classifier that satisfies most of these 
properties is Fuzzy ARTMAP ([2]). Fuzzy ARTMAP is a 
member of the class of neural network architectures re- 
ferred to as ART-architectures developed by Carpenter, 
Grossberg, and their colleaugues at Boston University. The 
ART-architectures are based on the ART theory intro- 
duced by Grossberg in ([3]). However, the performance of 
Fuzzy ARTMAP is not independent from tuning parame- 
ters (Property 6). Actually, Fuzzy ARTMAP performance 
depends on the values of two parameters (the choice param- 
eter, and the vigilance parameter), and also on the order 
of pattern presentation in the training phase. To circum- 
vent the first problem (i.e., dependence of Fuzzy ARTMAP 
on the dependence of the choice parameter and vigilance 
parameter), most Fuzzy ARTMAP simulations that have 
appeared in the literature assume zero values for these two 
parameters. One of the main reasons for the popularity of 
this choice is that we end up, after training is over, with 
a neural network architecture of the minimal size; this is 
quite desirable especially when performance comparisons 
axe made between Fuzzy ARTMAP and other neural net- 
work architectures, which offer more compact representa- 
tions of the data (such as the Back-Prop neural network). 
The second problem (dependence on the order of pattern 
presentation in the training phase of Fuzzy ARTMAP) is 
not as easy to solve. One way around it is to consider differ- 
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2 The Fuzzy ARTMAP Neural 
Network 

A detailed description of the Fuzzy ARTMAP neural net- 
work can be found in [2]. For completeness, in the follow- 
ing, we present only the necessary details. 

The Fuzzy ARTMAP neural network consists of two 
Fuzzy ART modules, designated as ART, and ARTb, as 
well as an inter-ART module as shown in Figure 1. Inputs 
(1's) are presented at the ART, module, while their cor- 
responding outputs ( 0 ' s )  are presented at the ARTb mod- 
ule. The inter-ART module includes a MAP field whose 
purpose is to determine whether the correct mapping has 
been established from inputs to outputs. 

Fuzzy ARTMAP can operate in two distinct phases: the 
training phase and the performance phase. In this paper 
we focus on classification tasks, where many inputs are 
mapped to a single, distinct output. It turns out that for 
classification tasks , the operations performed at the ARTb 
and inter-ART modules can be ignored, and the algorithm 
can be described by referring only to the topdown weights 

ent orders of presentations of the training data and pick the 
one that maximizes the performance of the network. The 
drawbacks of this approach are that (i) considerable experi- 
mentation is required to find a random order of pattern pre- 
sentation that achieves a good network performance, and 
(ii) finding a random order of pattern presentation that ob- 
tains good performance seems like a guessing exercise. In 
this paper we introduce a systematic procedure that iden- 
tifies a fixed order of pattern presentation, which leads to a 
Fuzzy ARTMAP network performance that is better than 
the average network performance (averaged over a fixed 
number of random orders of pattern presentation), and oc- 
casionally better than the maximum network performance 
(maximum over a fixed number of random orders of pattern 
presentation). The resulting Fuzzy ARTMAP algorithm 
is named Ordered Fuzzy ARTMAP. What is worth not- 
ing is that the computational complexity of the procedure 
that generates the fixed order of pattern presentation for 
the Ordered Fuzzy ARTMAP is a small percentage of the 
computational complexity of the training phase of Fuzzy 
ARTMAP. 

The organization of the paper is as follows: In Section 
2, we discuss briefy the Fuzzy ARTMAP architecture its 
training phase, and its performance phase. In Section 3, 
we introduce the procedure that produces the fixed order 
of pattern presentation for Ordered Fuzzy ARTMAP. In 
Section 4, we experimentally demonstrate the superiority of 
Ordered Fuzzy ARTMAP compared to the average Fuzzy 
ARTMAP performance (averaged over a fixed number of 
random orders of pattern presentation), and occasionally 
compared to the maximum Fuzzy ARTMAP performance 
(maximumover a fixed number of random orders of pattern 
presentations). In Section 5, we provide a review of the 
paper and some conclusive remarks. 

~ 
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and the parameters of the ARTa module. 
The training phase of Fuzzy ARTMAP works as fol- 

lows: Given a list of training input/output pairs, such as 
{I~,o'}, . . . {I?,o~},  . . . { I ~ , o ~ ) ,  we want to train 
Fuzzy ARTMAP to map every input pattern of the train- 
ing list to its corresponding output pattern. In order to 
achieve the aforementioned goal, we present the training 
list repeatedley to the Fuzzy ARTMAP architecture. That 
is present I1 to ART, and O1 to ARTb, then I2 to ART, 
and O2 to ARTb, and finally Im to ART, and OPT 
to ARTb; this corresponds to one list presentation. We 
present the training list as many times as it is necessary for 
Fuzzy ARTMAP to correctly classify all the input patterns. 
The classification task is considered accomplished (i.e., the 
learning is complete) when the weights do not change dur- 
ing a list presentation. The aforementioned training sce- 
nario is called ofl-line learning. Note that an input pattern 
I presented to module ART, of Fuzzy ARTMAP is comple- 
mentary encoded. That is I = (a, a'), where a is a pattern 
of arbitrary dimensionality with components in the interval 
[0,11, and a" = 1 - a, where 1 is the all ones vector of the - -  
same dimensionality as a and a'. 

The performance phase of Fuzzy ARTMAP works as fol- 
lows: Giyen a list of test input patterns, such as il, . . ., 
i2, . . ., Ips, we want to find the Fuzzy ARTMAP output 
produced when each one of the aforementioned test pat- 
terns is presented at its Fi' field. In order to achieve the 
aforementioned goal, we present the test list once to the 
trained Fuzzy ARTMAP architecture. 

Note that an input pattern I presented to module ART, 
of Fuzzy ARTMAP is complementary encoded. That is 
I = (a, a") , where a is a pattern of arbitrary dimensionality 
with components in the interval [0,1], and a" = 1-a, where 
1 is the all ones vector of the same dimensionality as a and 
a'. 

3 The Ordered Fuzzy ARTMAP 
Algorithm 

The idea of Ordered Fuzzy ARTMAP is to identify the or- 
der according to which patterns are presented during the 
training phase of Fuzzy ARTMAP. This task is accom- 
plished by following a systematic procedure that consists 
of three stages: In Stage 1, we choose the first pattern to 
be presented; this pattern corresponds to the first cluster 
center of the training data. In Stage 2, we choose the next 
ndudt - 1 patterns to be presented to Fuzzy ARTMAP; 
these patterns correspond to the next nciust - 1 cluster cen- 
ters of the training data, and they are identified through a 
clustering method known as the Mar-Mzn algorithm ([4]). 
In Stage 3, we choose the remaining PT-nclust patterns to 
be presented to Fuzzy ARTMAP; these patterns are cho- 
sen according to the minimum Euclidean distance criterion 
from the nciust centers defined in Stages 1 and 2. In the 
following, we describe, in more detail, each one of these 
stages. Note that the only weak link in the aforementioned 



procedure is the value of ndust. Experimental results have 
shown that good values of ndust are the number of classes 
or the number of classes +1 of the data in the training set. 

Stage 1: The first pattern 
For each pattern I = ("1, . . . a ~ - ,  aM,+1,. . . , u ~ M , )  in the 
training set we compute 

IQMa+l - a1 I + l w a + 2  - a2 I + . . . b 2 M ,  - "Ma I (1) 

The pattern from the training set that maximizes the above 
sum is chosen to be the first pattern presented to Fumy 
ARTMAP, and the first cluster center to be used in Stage 
2. 

Stage 2: The next ndust - 1 patterns 
As we have mentioned before, this stage involves the Max- 
Min clustering algorithm which defines appropriate cluster 
centers that constitute the next in line input patterns to 
be presented in the training phase of Fuzzy ARTMAP. The 
steps followed to define these cluster centers are descrihed 
below. 

1. Denote the first cluster center (input pattern) identi- 
fied in Stage 1 by 1;. Initialize the index T to the value 
of one. 

2. Compute the Euclidean distance of each one of the 
input patterns in the training set ST from the k-th 
cluster center, and find the minimum one, denoted by 
dki,,. That is, 

= min {dist(~, 1:)) 
I€ ST 

Repeat the above step for all the cluster centers k, 
such that 1 5 k 5 T .  

3. Find the input pattern from the training set ST that 
maximizes where 1 5 k 5 r .  Designate this 
input pattern by the generic name I. Our next cluster 
center, designated by I&+' is equal to I, that is is 

1&+1 = 1 (3) 

This cluster center constitutes the next input pat- 
tern to be presented in the training phase of Fu:azy 
ARTMAP. Eliminate input pattern I from the train- 
ing set ST. 

4. If T = nclust - 1 this stage is completed. Otherwike, 
increase your index R by one, and go to Step 2. 

At the end of stage 2, we have identified nciust cluster clsn- 
ters that correspond to the input patterns 1; 1 5 T 5 
nclust of the training set. The next stage identifies the or- 
der according to which the remaining input patterns zre 
presented in Fuzzy ARTMAP. 

1. Set the index r to the value nclust. The patterns in 
the training set & are all the training input patterns 
except the ones identified as cluster centers in Stages 
1 and 2. 

2. Calculate the Euclidean distance of every pattern I in 
the set ST from the nclust cluster centers. 

3. Find the minimum of these distances. Assume that 
it corresponds to input pattern I. This pattern is the 
next in line input pattern to be presented in the train- 
ing phase of Fuzzy ARTMAP. Eliminate I from the set 
ST. We define 

I;+' = I (4) 

4. If T = PT - 1 this stage is complete. Otherwise, in- 
crease the index r by one and go to Step 2. 

After the end of Stage 3, we have identified the ordered 
set of patterns I&, I;, . . . , ICT. This is the order according 
to which the patterns in the in the training set will be 
presented to the Ordered Fuzzy ARTMAP. 

4 Experimental Results - Com- 
parisons 

4.1 Measures of Performance 

In order to demonstrate the superior performance of the 
Ordered Fuzzy ARTMAP compared to Fuzzy ARTMAP 
we chose to conduct experiments on a number of databases 
extracted from the UCI repository database ([5]). The 
databases chosen from the repository were: Sonar, Dia- 
betes, Breast, Bupa, Iris, Wine, Balance, Cars, and Glass. 
The Sonar, Diabetes, Breast, and Bupa are two class clas- 
sification problems, the Iris, Wine, Balance are three class 
classification problems, the Cars is a four class classification 
problem, and finally the Glass is a six class classification 
problem. It is worth noting that the data in each of the 
above datasets were split into a training set (2/3 of the 
data) and a test set (1/3 of the data). A description of 
each one of these databases is provided in [5]. 

One of the measures of performance that we intend to 
use in comparing Ordered Fuzzy ARTMAP and Fuzzy 
ARTMAP is the generalization performance of these net- 
works. The generalization performance of a network is de- 
fined to be the percentage of patterns in the test set that 
are correctly classified by a trained network. Since the 
performance of Fuzzy ARTMAP depends on the order of 
pattern presentation in the training set, ten different ran- 
dom orders of pattern presentation will be investigated, 
and performance measures such as the average general- 
ization performance, the minimum generalization perfor- 
mance, the maximum generalization performance, and the 
standard deviation of the generalization performance will 

Stage 3: The remaining PT - ndust input patterns 
The steps followed in this stage are described below. 

be produced for Fuzzy ARTMAP. Other measures of com- 
parison of Ordered Fuzzy ARTMAP and Fuzzy ARTMAP 
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are the sizes of the networks that these two architectures 
create, and the computational complexity of Ordered Fuzzy 
ARTMAP and Fuzzy ARTMAP. 

4.2 Comparisons of the Ordered Fuzzy 
ARTMAP and the Fuzzy ARTMAP 
network 

As we have mentioned before the only weak link in the 
procedure, described in Section 3, that finds an ordered se- 
quence of training patterns for Ordered Fuzzy ARTMAP, 
is the number of clusters identified in Stage 2. Experi- 
mental results have shown that a good rule of thumb for 
nclust in Stage 2, is the number of classes or the number of 
classes +1 of the database. In Table 1, we show general- 
ization performance comparisons between Fuzzy ARTMAP 
and ordered Fuzzy ARTMAP when the number of clusters 
(ndust) in the Ordered Fuzzy ARTMAP is chosen to be 
equal to the number of classes +l. Looking at the results 
depicted in Table 1, we observe the following: 

For the Sonar database the generalization performance 
of the Ordered Fuzzy ARTMAP is better than the min- 
imum generalization performance of Fuzzy ARTMAP by 
15.49%, better than the average generalization perfor- 
mance of Fuzzy ARTMAP by 9.38%, and better than the 
maximum generalization performance by 1.7%. For the 
Diabetes database the generalization performance of the 
Ordered Fuzzy ARTMAP is better than the minimum gen- 
eralization performance of Fuzzy ARTMAP by 8.23%, bet- 
ter than the average generalization performance of Fuzzy 
ARTMAP by 3.17%, and better than the maximum gener- 
alization performance by 1.18%. For the Breast database 
the generalization performance of the Ordered Fuzzy 
ARTMAP is better than the minimum generalization per- 
formance o f Fuzzy ARTMAP by 1.29%, better than the 
average generalization performance of Fuzzy ARTMAP by 
0.04%, and worse than the maximum generalization perfor- 
mance by 1.73%. For the Bupa database the generaliza- 
tion performance of the Ordered Fuzzy ARTMAP is bet- 
ter than the minimum generalization performance of Fuzzy 
ARTMAP by 9.64%, better than the average generaliza- 
tion performance of Fuzzy ARTMAP by 0.17%, and worse 
than the maximum generalization performance by 6.15%. 
For the Iris database the generalization performance of 
the Ordered Fuzzy ARTMAP is better than the mini- 
mum generalization performance of Fuzzy ARTMAP by 
8.34%, better than the average generalization performance 
of FUZZY ARTMAP by 2.92%, and better than the maxi- 
mum generalization performance by 2.09%. For the Wine 
database the generalization performance of the Ordered 
FUZZY ARTMAP is better than the minimum generaliza- 
tion performance of Fuzzy ARTMAP by 6.89%, better than 
the average generalization performance of Fuzzy ARTMAP 
by 2.58%, and worse than the maximum generalization per- 
formance by 0.01%. For the Balance database the gen- 
eralization performance of the Ordered Fuzzy ARTMAP 
is better than the minimum generalization performance of 
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Fuzzy ARTMAP by 3.85%, worse than the average gener- 
alization performance of Fuzzy ARTMAP by 0.43%, and 
worse than the maximum generalization performance by 
3.37%. For the Cars database the generalization perfor- 
mance of the Ordered Fuzzy ARTMAP is better than the 
minimum generalization performance of Fuzzy ARTMAP 
by 4.29%, better than the average generalization perfor- 
mance of Fuzzy ARTMAP by 1.07%, and worse than the 
maximum generalization performance by 1.79%. For the 
Glass database the generalization performance of the Or- 
dered Fuzzy ARTMAP is better than the minimum gener- 
alization performance of Fuzzy ARTMAP by 11.59%, bet- 
ter than the average generalization performance of Fuzzy 
ARTMAP by 5.79%, and worse than the maximum gener- 
alization performance by 7.25%. 

It is also worth pointing out that the size of the Ordered 
Fuzzy ARTMAP architecture ranges between 0.84 and 1.52 
of the average size of the Fuzzy ARTMAP architecture. We 
have also evaluated the computational overhead of identi- 
fying the order according to which patterns ought to be 
presented in Fuzzy ARTMAP. It turns out that for all of 
the above experiments the computational overhead of the 
ordering procedure in the ordered Fuzzy ARTMAP ranges 
between 0.48% and 22.8% of the average computational 
complexity of the training phase of Fuzzy ARTMAP. Note 
though, that for all the databases (except one) the compu- 
tational overhead of the ordering procedure in the ordered 
Fuzzy ARTMAP is below lo%, and in most databases well 
below lo%, of the average computational complexity of the 
training phase of Fuzzy ARTMAP. 

If we allow ourselves to pick the optimum size of the 
number of clusters nclust in the ordering procedure of the 
Ordered Fuzzy ARTMAP, our experiments demonstrate 
that we do not have to search over an extensive range of 
values for netust. In all of the experiments conducted so 
far we found that the optimum Ordered Fuzzy ARTMAP 
happens for ndust values between number of classes and 
number of classes $1 of the databases. The generaliza- 
tion performance of the optimum Ordered Fuzzy ARTMAP 
is shown in Table 2. Note that to identify the optimum 
number of clusters for the Ordered Fuzzy ARTMAP we 
need to order the training data twice, and we need to train 
Fuzzy ARTMAP twice for the two different orders of pat- 
tern presentations. Hence the computational complexity of 
the optimum Ordered Fuzzy ARTMAP is approximately 
two times the computational complexity of the Ordered 
Fuzzy ARTMAP. The advantage of the optimum Fuzzy 
ARTMAP is improved performance compared to the Or- 
dered Fuzzy ARTMAP. 

5 Review - Conclusions 
In this paper we introduced a procedure that identifies a 
fixed order of pattern presentation in Fuzzy ARTMAP. 
We designated the resulting algorithm Ordered Fuzzy 
ARTMAP. Experiments with ten different classification 
problems have shown that Ordered Fuzzy ARTMAP at- 



tains a superior network performance compared to the av- 
erage Fuzzy ARTMAP Performance (averaged over a fixed 
number of random orders of pattern presentations), and 
occasionally compared to the maximum Fuzzy ARTMAP 
performance (maximum over the performances of a fixed 
number of random orders of pattern presentations). It is 
also worth pointing out that the computational complex- 
ity of the proposed procedure is a small fraction of the 
computational complexity of the training phase of Fuzzy 
ARTMAP for a single order of pattern presentation. Fur- 
thermore, the size of network architectures that Ordered 
Fuzzy ARTMAP creates is comparable with the average 
size of the Fuzzy ARTMAP architectures created (aver- 
aged over the sizes of the architectures created by a f i ~ e d  
number of random orders of pattern presentations). 
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min.Gen. max.Gen. avg.Gen. std.dev. nelust Gen. 
Sonar 63.77 78.26 70.58 4.15 3 79.96 

Diabetes 61.57 70.98 66.63 2.57 3 69.80 

ARX module ARTb module 

Figure 1: The Fuzzy ARTMAP Neural Network. 

Table 1: Generalization performances of the Fuzzy ARTMAP and the Ordered Fuzzy ARTMAP with ncluJt = ndads + 1 

I Database I Fuzzv ARTMAP I Ordered Fuzzv ARTMAP 1 

Table 2: Generalization performances of the Ordered Fuzzy ARTMAP with the optimum number of clusters 
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