PIPELINING OF FUZZY ARTMAP (FAM) WITHOUT MATCH
TRACKING

JOSE CASTRO(*), JIMMY SECRETAN(**), MICHAEL GEORGIBOULOS(**),
RONALD F. DEMARA (*), GEORGIOS ANAGNOSTOPOULOS(***)
AVELINO GONZALEZ (**)

(*) Comp Eng., Instituto Tecnoldgico de Costa RiCartago, Costa Rica
(**) Dept. of ECE, University of Central Florid@rlando, FL 32816
(***) Dept. of ECE, Florida Institute of TechnologiMelbourne, FL 32901

ABSTRACT

Fuzzy ARTMAP (FAM) is a neural network architectuhat can establish the
correct mapping between real-valued input pattemnd correct labels in a
variety of classification problems. Neverthelessttee size of the dataset grows
to thousands and hundreds of thousands, FAM’s agenee time slows down
considerably. In this paper we focus on a FAM variagalled no-match
tracking FAM (NMT-FAM). We propose a coarse grairallelization of the
NMT-FAM, based on a pipeline, and show that thealelization strategy
achieves linear speed-up in the ordep ¢humber of processors). Experiments
on the Covertype database support our results. &Ve hlso shown, but not
included in this paper, that the parallelized NMANF is equivalent to the
sequential NMT-FAM, it also possesses a numbeootfigproperties. Our work
in this paper is an effort in the direction of derstrating that FAM can,
through appropriate parallelization strategiesubed to mine data from large
databases.

1. INTRODUCTION

Neural network algorithms have prohibitively slokining times, especially when
they learn from large databases. Even Fuzzy ARTM@&Rrpenter, 1992), one of the
fastest neural network algorithms in terms of tfrantime, tends to exhibit slow
convergence time as the size of the network inesea3ne way to address this problem is
extensive use of parallelization. One of the wardsited to the parallelization of ART
that is worth mentioning is the work by Manolakd9948), where he has implemented a
non-supervised ART neural network (ART1) on a rofgorocessors. Fuzzy ARTMAP
has many desirable characteristics, such as onkdiaming capabilities, fast training
time, the ability to solve any mapping (classifioa) problem, an ease to provide
explanations for the answers that it produces, Bit. Fuzzy ARTMAP’s potential is
compromised by the fact that its convergence speedsolution, decreases considerably
for problems with large datasets. This paper adéseshis issue, the issue of Fuzzy
ARTMAP parallelization so that it becomes more @éfint, when confronted with the
training of large datasets.

2. FAM AND NO MATCH-TRACKING FAM ALGORITHMS

The Fuzzy ARTMAP architecture consists of thregeta or fields of nodes (see
Figure 1). It is assumed here that the reademmlitx with the Fuzzy ARTMAP layers,
their functionality, and the associated Fuzzy ARTRIAeights. It is also assumed here
that the reader is familiar with the two networkrgaeters in FAM, the choice

parameteﬁa, and the baseline vigilance parameﬁcrl. The terminology that we have

adopted is to designate inputsihyutputs byO, template weights bw?and inter-ART



weights bijab. Fuzzy ARTMAP can operate in two distinct phaskstraining phase

and theperformance phase. In the training phase, Fuzzy ARTMAP is presenigtth a
sequence of input/output pairs and it goes thrauget of designated operations (to be
described below) to learn the correct mapping fiaputs to desired outputs. In this
paper, only the on-line training phase of Fuzzy MRAP is considered, where an input
output pair from the training set is only presenteate. In the performance phase the
trained Fuzzy ARTMAP is presented with an inputemsx and it is required to produce a
response (predicted output pattern). In this plassy ARTMAP is usually presented
with a list of input patterns whose correct outgrgsponse) is known; this way the
trained Fuzzy ARTMAP’s performance can be assed3ddr to initiating the training

phase of Fuzzy ARTMAP the top—down weights (t'mé’li'S) are chosen equal to 1.
There are three major operations that take placeglihe presentation of a training
input/output pair (e.g.,(|’,of)) to Fuzzy ARTMAP. One of the specific operands

involved in all of these operations is thezy min operand, designated by the symbol ~.
Actually, the fuzzy min operation of two vectotsandy, designated agy, is a vector
whose components are equal to the minimum of coemsrofx andy. Another specific

operand involved in these equations is designayeithdo symbol(®|. In particular, §| is

the size of a vectotr and is defined to be the sum of its components.

Operation 1: Calculation of bottom up inputs to every ngde an , as follows:
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after calculation of the bottom up inputs the njggwith the maximum bottom up input
is chosen.

Operation 2: The nodejna With the maximum bottom up input is examined to
determine whether it passes the vigilance criterfomode passes the vigilance criterion
if the following condition is met:
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if the vigilance criterion is satisfied we procesidh operation 3 otherwise nodg.x is
disqualified and we find the next node in sequendg,” that maximizes the bottom up
input. Eventually we will end up with a noglg, that maximizes the bottom up input and
passes the vigilance criterion.

Operation 3: This operation is implemented only after we hawenfl a nodé,.« that
maximizes the bottom-up input of the remaining reoislecompetition and that passes the
vigilance criterion. Operation 3 determines whetthés nodej.x passes the prediction
test. The prediction test checks if the inter--ARd@ight vector emanating from noflgy
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matches exactly the desired output vedt (if it does this is referred to amssing the
prediction test). If the node doesot pass the prediction test, the vigilance parameter

P, isincreased to the level of
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where £ is a very small number. Then, noglg, is disqualified, and the next in
sequence node that maximizes the bottom-up inpdtpasses the vigilance is chosen.
The above operation of FAM is called match-trackaggration. If, on the other hand,
nodejmax passes the predictability test, the weights inzZFUkRTMAP are modified as
follows:

wi ocwi O wE 0 (5)
A modification of Fuzzy ARTMAP that is amenablegarallelization is the “no match-
tracking” Fuzzy ARTMAP. This modification was praged by Anagnostopoulos (2003)
and it was shown that it can actually improve teefgrmance of Fuzzy ARTMAP on
some databases. The no-match tracking Fuzzy ARTIsI&Brithm is the same as Fuzzy
ARTMAP but it bypasses the match-tracking operafidescribed above). That is if a
node that maximizes the bottom-up input and satisfine vigilance is selected and this
node does not pass the prediction test a new notmihmitted node) in the category
representation layer of Fuzzy ARTMAP is activated.

3. PARALLEL, NO-MATCH TRACKING FAM IMPLEMENTATION

Anagnostopoulos’s FAM variant is particular amdeatd production-line style
pipeline parallel implementation since patterns t@nevenly distributed among the
nodes in the pipeline. The elimination of matctclkiag makes the learning of the pattern
a one-pass over the pipeline procedure, and diffquatterns can be processed on the
different pipeline steps to achieve optimum paliai¢ion. For the implementation of the
no-match tracking FAM we first introduce a numbémefinitions. The algorithm itself
(parallel, no-match tracking FAM implementation) skown after the definitions are
introduced. In the description of the parallel nateh tracking FAM the initialization
procedure(INIT(p)) andWINNER are not described due to lack of space. More Idetai
about these procedures as well as the algorithsepted here can be found in (Castro,
2004).

Nn: number of processors in the pipeline

K : index of current process IZI{O,], ...,N —]}

p: packet size, number of patterns sent downstrepm,umber of templates sent
upstream

I input patterni of the current packet in the pipelirid]{l,Z,..., p} :
w' : current best candidate template for input patiérn

T': current maximum activation for input pattekﬁ.
myTemplates : :set of templates that belong to the current pismes

nodes: variable local to the current processor that hihéstotal number of templates
the process is aware of (its own plus the templaftesher processors)
myShare: amount of templates that the current process dhwaile.

W,'(_1 . templatei coming from previous process in the pipeline.
WL+1 . templatei coming from next process in the ring.

w templatei going to next process in the ring.



Wtio(k—l) . templatei going to previous process in the pipeline.

|.class: class label associated with a given input pattern.

w.class: class label associated with a given input template.

index(w) : sequential index assigned to the template.

newNodes: number of created nodes on a given iteration tonsanicate upstream in
the pipeline.

newNodes, ,; : number of created nodes on a given iteration conicated from
processor k+1 in the pipeline.

Process(K, N, 0, Ba, P)

1 INIT (p)

2 while continue

3 do

4 while|myTemplates > myShare

5 do

6 EXTRACT-TEMPLATE (myTempI ates, {Mo(k_l) })
7 SEND-NEXT [k, n{(w',1,7'):i =1, p})

8 RECV-NEXT (k, n, {WL+l =12 p}, newNod%kﬂ)
9 SEND-NEXT [k, {Wiogs) 11 =1..... 2p}, newNodes)

10 RECV-NEXT (k,{(WEk-l) | ‘k_l,Tk‘_l):i =1..., })
11 newNodes — newNodes, ,;

12 S « (Wi}

13 for eachiin{12,..., p}

14 dOWINNER (1", W', T', 3, B, S)

15 myTemplates — myTemplatesd S

16 if 1|, =EOF

17 then continue — FALSE

18 dseS « {Wtio(k_l)}

19 for eachiin{12,..., p}

20 dOWINNER (I} 4, Wi, T{_1, 02, Ba, S)
21 (w7 - (e whe i)
22 for eachiin{12,..., p}

23 dOWINNER(1", W', T', 7, B,, myTemplates)

N
~

if k=n-1



25 then if class(l') = class(w')

26 then

27 myTemplates — myTemplates ] {I X }
28 else newTemplate — I’

29 index(newTemplate) — newNodes+ nodes
30 myTemplates — myTemplates O {I Pw }
31 newNodes — newNodes+1

32 if newNodes> 0

33 then

34 nodes — nodes+ newNodes

35 myShare . [nodesw

36 SEND-NEXT (k, n,{(none, none, 0}})

37 RECV-NEXT (k, n,{WLJ,l =12 p}, ne\NNodesk+1)

38 myTemplates — myTemplates [ {WL+1 fi=1...2 p}

4. EXPERIMENTS

The database used for testing the performance eofpétrallel, no-match tracking
FAM was the Forest Covertype database, provideBlagkard, and donated to the UCI
Repository.  The experiments were run on OPCODB6anode Beowulf cluster,
connected by a fast Ethernet network. The databassists of a total of 581,012
patterns, each one associated with 1 of 7 difffiaetst tree cover-types. The number of
attributes of each pattern is 54, but this numbenisleading since attributes 11 through
14 are actually a binary tabulation of the attrébflderness-Area, and attributes 15 to
54 ( 40 of them) are a binary tabulation of theitatte Soil-Type. The original database
values are not normalized to fit in the unit hypdre (FAM requires normalization of
input values, so that they lie in the interval [J). Hence, we normalized the input
values. Patterns 1 through 512,000 were used éotr#lining of the NMT-FAM. Patterns
561,001 to 581, 000 (20,000 of them) were usedtésting. Training set sizes of

10002, i 0 {5,6,....9} were used for the training of the no-match tracki#dvl. The

number of processors in the pipeline varied frpal to p=32, in powers of 2. The
metrics used to measure the performance of thelipfige approach were: (a)
Classification performance of the pipelined no-rhatacking FAM, and (b) Speed-up of
the pipelined no-match tracking FAM versus seqamid-match tracking FAM. Results
of the speed-up for this database can be seegumd=2. We observe from this figure that
the speed-up is linear. For large training setss{ze., 128,000 patterns) the speed-up is
slightly above linear which suggests that the memissues are a concern when few
processes are in the pipeline. The classificatierfopmance of the Forest Covertype
ranges from 70% to 79% as the training set sizagdmfrom 32,000 patterns to 512,000
patterns. It is worth mentioning that the classifion performance of the no-match
tracking FAM is comparable to the performance of thriginal FAM algorithm and
better than the performance of other algorithmsontegl in the literature (best
performance found was around 75%).



5. CONCLUSIONS

We have implemented a pipelined Fuzzy ARTMAP variéralled no-match
tracking FAM). This FAM variant allowed us to focus the parallelization of the
competition process in Fuzzy ARTMAP. We have showttht this parallel
implementation of the FAM variant is theoreticaigund (results were omitted due to
lack of space) and exhibits good workload balancprgperties. We also showed
experimentally (by working with the Covertype daab) that this algorithm exhibited
linear speed-up when the number of processorseipitheline is increased. Furthermore,
the generalization performance of this parallehmatchtracking FAM was better than the
performance of any other algorithm (from resulisoréed in the literature) and similar to
the performance of the original FAM. Finally, itusrth mentioning that, to the best of
our knowledge, this is the first implementationaofFuzzy ARTMAP-like algorithm on a
Beowulf cluster.
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Figure 1. FAM Diagram. Figure 2. Performance of Pipelined NMT-FAM.



