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The Random Neural Network (RNN) has received, since its inception in 1989, considerable
attention and has been successfully used in a number of applications. In this critical review
paper we focus on the feed-forward RNN model and its ability to solve classification
problems. In particular, we paid special attention to the RNN literature related with
learning algorithms that discover the RNN interconnection weights, suggested other
potential algorithms that can be used to find the RNN interconnection weights, and
compared the RNN model with other neural-network based and non-neural network based
classifier models. In review, the extensive literature review and experimentation with the
RNN feed-forward model provided us with the necessary guidance to introduce six critical
review comments that identify some gaps in the RNN’s related literature and suggest
directions for future research.
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1. Introduction

The random neural network (RNN) introduced by Gelenbe [1] has motivated a number of theoretical papers, as well
as application papers. What is unique about the random neural network compared to other neural network models in the
literature (e.g., [2]) where the activity of a neuron is either a binary variable or a continuous variable, is that each neuron
is represented by its potential (which is a non-negative integer) and a neuron is considered to be in its “firing state” if its
potential is positive; thus in the RNN the representation of a state of a neuron is more granular than in other neural network
models in the literature. Furthermore, in the RNN, signals are transmitted from one neuron to another neuron in the form of
spikes of a certain rate, which represents more closely how signals are transmitted in a biophysical neural network. Overall,
the network of neurons can be modeled as a network of queues, where the state of every queue (neuron) depends on the
states of the other queues (neurons) that they are connected to.

In the inaugural RNN paper [1], where the RNN model has been introduced, Gelenbe demonstrated that, under certain
conditions, the probability that a neuron’s potential is positive converges to a steady state value; furthermore he has shown
that the vector of potentials of all the neurons in the RNN has, in its steady state, a probability mass function of a product form,
and this steady state probability mass function of all the neuron potentials is the product of the marginal probability mass
functions of the neuron potentials. In the same paper, Gelenbe has also illustrated the analogy of the RNN and its popular
counterpart, the multi-layer perceptron (MLP) [2]. In a companion paper [3], Gelenbe showed that two classes of random
neural networks (damped and balanced) have a well-defined steady state behavior. In 1993 (see [4]), Gelenbe introduced
a learning algorithm for the recurrent RNN, which is a gradient descent learning procedure applied on an appropriately
defined error function and whose implementation involves finding a fixed point and inverting a matrix whose dimension
is equal to the number of neurons in the RNN. The learning algorithm introduced in [4] for the recurrent RNN model can
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also be applied to a feed-forward RNN model. However, the learning algorithm is significantly simplified when the RNN
model is of the feed-forward type compared to the recurrent type (see Section 3 for more details). A linear approximation
of this learning algorithm is provided in [5], while in [6] the authors present a quadratic optimization approach for learning
in the RNN, mostly suited for image texture reconstructions. A thorough survey of RNN applications is provided in [7],
which covers RNN applications published until 2000. A recent RNN paper [8], published in 2010, discusses a multitude of
RNN applications and covers a number of them published after 2000. A few of the major RNN applications are: In [9], a
novel communications system is developed, where a RNN is used for routing network packets. Hardware implementation
of this RNN-based network protocol is reported in [10]. The RNN model has been applied in various image processing
problems such as texture generation [11], image segmentation [12], image enhancement and fusion [13], and image and
video compression [ 14]. Pattern recognition and classification is another area, where we see many RNN-based applications:
Atargetrecognition systemis developed in[15],an RNNis used in [ 16] to discriminate land mines, and a vehicle classification
system is presented in [17], while a RNN is used to find defective semiconductor wafers in [18].

In [19] a RNN model with different classes (multiple classes) of signals is introduced that can be used in applications
associated with the concurrent processing of different streams of information, such as color image processing. In a related
paper [20], Gelenbe and Hussain, extended the learning algorithm for a single class of RNN signals to a multiple class of RNN
signals and demonstrated its applicability to a color texture modeling. In 1999 [21], Gelenbe and his colleagues enhanced
the RNN model [1] by considering a bipolar RNN model with positive and negative neurons and have proven that this new
RNN model is a universal function approximator. Along the same lines Gelenbe and his colleagues demonstrated in [22] that
even with a bounded number of layers a bipolar RNN is a universal function approximator. In two companion papers [23,24],
Gelenbe and Timotheou introduced a variation of the RNN model, where synchronized interactions of neurons can occur,
leading to synchronous firing by a large ensemble of cells. A gradient descent learning algorithm was introduced in [23] that
applies to the typical RNN model, as well as to the one with synchronized interactions and its successful application to a
resource allocation problem was demonstrated there. In [25] the RNN equations associated with learning are approximated
to obtain a linear nonnegative least squares (NNLS) problem that can be solved optimally. The proposed algorithm is applied
to a combinatorial problem emerging in disaster management.

It is a well known fact that the gradient descent (GD) procedure suffers from a slow convergence rate to a solution, and
algorithms such as the original back-propagation algorithm [2], which is a gradient descent procedure applied to the error
function associated with the multi-layer perceptron (MLP) neural network architecture, have been substituted by more
efficient algorithms, examples of which are Delta-Bar-Delta [26], RPROP [27], Levenberg-Marquardt [28], and many others.
The majority of the RNN papers that have appeared in the literature use gradient descent as the learning algorithm of choice,
possibly because of its simplicity. Nevertheless, a number of researchers has also experimented with second order methods
to solve the optimization problem that the RNN poses; examples of these methods are the quasi-Newton method [29] and
the Levenberg-Marquardt (LM) method [30], where the superiority of these methods has been demonstrated on a limited
set of problems. Although these methods have been shown to be faster than the gradient descent procedure they are also
more complicated to implement (per epoch of training). A good alternative between the slow gradient descent procedure
and the faster, but more complex, second order methods is RPROP [27]. RPROP has been demonstrated to outperform, in
efficiency, the gradient descent procedure (sometimes orders of magnitude faster), while it keeps the needed calculations
per epoch reasonable, since it only relies on first order derivatives as the gradient descent does. RPROP has also been used
with the RNN neural network [31] where it was shown that it outperforms the gradient descent procedure in a problem
to recognize geometrical figures. In this paper we have experimented with RPROP and Gradient Descent on a variety of
classification problems and assessed the efficiency and accuracy of these two learning approaches within the context of the
RNN feed-forward model for the solution of a number of classification problems.

Optimization problems where the objective function to be optimized is differentiable have also been solved by techniques
that are referred to as evolutionary techniques. The advantage of evolutionary techniques in solving optimization problems
is that (a) they avoid the problem of getting stuck in a local minimum, since they have the ability to globally search the
input space for solutions, and (b) they do not require the calculation of derivatives of the objective function, a desired
characteristic in situations where this computation is a time-consuming task. Furthermore, within the context of a neural
network, evolutionary techniques can be applied to optimize both the interconnection weights, as well as the structure of
the neural network, a task that optimization procedures relying on derivatives are unable to solve. In the available RNN
literature, we discovered one paper [32] that uses a combination of genetic algorithms and gradient descent to optimize the
weights and the topology of the RNN. There the authors train (discover the weights) of a number of different RNNs, using
gradient descent, and then they evolve them (optimize their topology) using genetic algorithms. They then demonstrate
the advantage of this hybrid learning approach on two problems involving the recognition of alphabetic characters, and
geometric figures. Two of the evolutionary approaches that solve optimization problems and have received considerable
attention in the literature are the particle swarm optimization technique (PSO), introduced by Eberhart and Kennedy [33],
and the Differential Evolution (DE) technique, introduced by Stork and Price [34]. After the introduction of the seminal PSO
paper, numerous papers have appeared in the literature to improve the accuracy and speed of the algorithm (e.g., [35-38]).
Furthermore, the PSO has been applied in a number of applications [39-41], some of which were to find the interconnection
weights of neural network architectures [42-48]. In particular, in [49], the authors designed an evolutionary PSO-based feed-
forward MLP (evolved weights and structure simultaneously) and illustrated, through experimentation, that it outperforms
anumber of other classification models in the literature. Furthermore, in [50], a new PSO approach, called multi-dimensional
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PSO (MD-PSO) is introduced to optimize the topology of an MLP neural network, and it is shown that it compares favorably
with other competitive techniques in the literature on a number of synthetic and benchmark classification problems. In the
DE paper [34] the authors have provided an exhaustive comparison of the DE approach and other optimization approaches
on a multitude of benchmark optimization problems. Furthermore, a combination of a DE approach and gradient descent is
applied in [51] to evolve the structure and find the interconnection weights of an MLP neural network and it was shown to be
more accurate and efficient than the pure gradient descent approach to find the interconnection weights and the structure
of the MLP neural network.

Evolutionary techniques such as PSO and DE to solve for the interconnection weights of an RNN model have not been
applied before. Due to the demonstrated success of evolutionary techniques to solve optimization problems, this is an
omission that should be remedied. In this paper, we apply, for the first time, the AIW-PSO approach [38] and the DE
approach [34] in solving for the interconnection weights of an RNN and we compare the solutions found by AIW-PSO
and DE with the solutions obtained by the most often used gradient descent learning procedure, as well as the RPROP
learning procedure [27] applied to the RNN. The measure of comparison between all these approaches is the attained
accuracy of a trained RNN, and the computational complexity needed to train the RNN with each one of these methods.
The comparative results aside, the evolutionary learning approaches used in this paper for the training of the RNN offer
the potential of training the RNN to not only discover its interconnections weights but also determine its best structure in
solving a designated problem of interest.

In this paper, we focus on the class of feed-forward RNN models and on mapping problems that are classification
problems a focus that is much narrower than what is available in the RNN literature (see [7,8]). Nevertheless, the feed-
forward RNN model has been utilized in a number of application papers in the existing literature, such as image and video
compression [14,52-55], recognition of objects in the presence of clutter based on synthetic aperture radar
images [15,56,57], automatic quantification of the quality of traffic associated with multi-media applications, such as video,
speech and interactive voice [58-62], land-mine detection [16,63], wafer surface reconstruction from EM images [18],
detection of malicious attacks in computer networks [64-67], design of learning agents within a simulation [68], and others.
Furthermore, papers that we have already referred to earlier in the introduction use the feed-forward RNN model (such
as [29,30], where different than the gradient descent learning techniques are described, as well was [21,22] where it is
demonstrated that a bipolar feed-forward RNN model is a universal approximator. It is worth noting that a significant
portion of the recent RNN literature deals with reinforcement learning of the RNN weights (see [69]) in the context of
computer networks, referred to as Cognitive Packet Networks [9,70], and Self-Aware Networks [71]; this literature is outside
the scope of this paper. It will be an omission, because of the narrower focus in this paper, to forget the impact of the Random
Neural Network introduced by Gelenbe [ 1]. This impact is illustrated by the numerous successful RNN applications that have
appeared in the literature, succinctly summarized in the RNN survey papers [7,8] and the Cognitive Packet Network Survey
paper [72]. Furthermore, motivated by the neural network model in [ 1], Gelenbe introduced a new class of queuing networks
called G-networks [73], by pioneering the notion of negative customers for work removal. G-networks provide a unifying
basis for queuing and neural networks and have stimulated a number of papers in the computer networks community as
the survey by Artalejo [74] has pointed out.

Itis important for the reader to understand the organization of the paper. Sections 2 and 3 are background sections, where
we re-introduce (in Section 2), for completion purposes, the RNN feed-forward model, while we provide (in Section 3) the
learning equations needed to train the RNN with the gradient descent learning procedure, the RPROP learning procedure,
the AIW-PSO learning procedure, and the DE learning procedure. The background material in Sections 2 and 3 support the
experimental results presented in Sections 4 and 5. The intent of the experiments provided in Sections 4 and 5 was neither
to be exhaustive, nor to be conclusive. Instead, the primary role of the experimental results in Sections 4 and 5 is to provide
the appropriate justification for some of the critical review comments made in Section 5 (six critical review comments are
provided) regarding our topic of interest, that is learning in the feed-forward RNN with the intent of solving classification
problems. Finally, Section 6 of the paper provides a brief summary of the work conducted in this paper. It is our belief that
this critical RNN review will spur additional interest within the research community about the RNN model and applications
where it can be used.

2. The RNN model

The random neural network model has been extensively described in the literature in a variety of papers such as [1,3,4],
among others. Here we describe only the elements of the random neural network that are needed for the purposes of this
paper.

The random neural network is a collection of neurons that are interconnected with each other. The state of a neuron is
represented by its potential which is a non-negative integer value. A neuron fires only if its potential is positive. A neuron u
can receive exogenous signals positive or negative that are modeled as independent Poisson arrival streams of rates A, Ay,
respectively. When a neuron receives an excitatory signal (either exogenous or from other neurons in the neural network)
its potential increases by one. A neuron can receive an inhibitory signal. When a neuron receives an inhibitory signal and its
potential is positive its potential is decreased by one; if the neuron’s potential is zero and it receives an inhibitory signal, then
its potential stays at zero. When neuron u fires an excitatory spike that goes from neuron u to neuron v, then the potential
of neuron u decreases by one, while the potential of neuron v increases by one. When neuron u fires an inhibitory spike that
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goes from neuron u to neuron v then the potential of neuron u decreases by one while the potential of neuron v decreases
by one, if it is positive, and stays intact if it is zero. When a neuron u fires a spike that leaves the network its potential is
decreased by one. A neuron u fires a spike according to a Poisson process with rate r,. When neuron u fires a spike it ends
up being an excitatory spike for neuron v, with probability p;,, or an inhibitory spike for neuron v with probability p;,, or it
leaves the network with probability s,,. If we define p,, = p;, + p,,, then it is easy to see that

Zpuu +su=1 (1)

The above equation simply indicates that the sum of the probabilities that a firing neuron sends a positive or a negative
signal to the neurons that it is connected to or to the outside world is equal to 1. Furthermore, if we define

+ + - _ -
Wy, = rupuw Wy, = r“puv (2)

as the positive and negative rates of signal transmissions emanating from neuron u and converging to neuron v, then these
rates represent what we typically think as interconnections weights of a neural network, and are quantities that the random
neural network learns through a training process.

+ _ + _ . - _ - _ .
Wy, = Nyl = Wy Wy = 0, Wy = TuPyy = [Wupl;  wyy <0 (3)

where in the above equations w;},, w;, are the RNN excitatory and inhibitory weights from neuron u to neuron v, and wy,
can be thought of as the MLP weights that could be positive (excitatory) or negative (inhibitory) in a multi-layer perceptron
architecture.

We know that for a neuron u the following is true:
Db+ +s =1 (4)

which says that if node u fires it will send either an excitatory or inhibitory spike to another node in the network or will
send the spike outside the network. Because of this conservation of energy principle, we can now write

Ty Z[p:v +p;v] +rySy =Ty (5)
Z[rup:—u + rup;v] = ru[‘l - su] (6)
> Twy, + wi ] = rull = s]. (7)

For the case of RNN nodes u for which s, = 0 (i.e., probability of node u sending a signal to the outside world is zero) the
above equation becomes:

> Twy, + w ] =T (8)

Since, in the RNN, we learn the weights w;,, w,,, it is clear that through this weight learning process we also learn the rates
with which nodes in the RNN fire. If on the other hand s, # 0 then we need to know s, in order to be able to calculate r,,.
The importance of r, is that it shows up in the steady-state equations that define the outputs in the RNN neural network.
The outputs of the RNN model are the steady state probabilities q,, and represent the probability that node u has a positive
potential, a long time after the RNN has been in operation.

For a random neural network which contains n neurons, we define the following quantities:

MW=Av+ ) aqunpl; 1<v<n 9)

u
Ay =AY @by 1<v<n (10)

u

where
At

=—2Y - 1<v<n 11
©w=o5o 1svs (11)

In Egs. (9)-(11) above the indices u, v range from 1 to n, where n is the number of neurons in the RNN model. It is not difficult
to see that A and A represent the average rate of positive and negative signals to neuron v. Furthermore, we will see in
the theorems that follow that the quantity q, represents the stationary probability that the neuron v fires. The following
theorems have been discussed in [1]. We include them here for completeness.

Theorem 1. [fthe RNN is feed-forward the solution for the Egs. (9) and (10), such that 17 > 0, A7 > 0, where 1 < v < n, exists
and is unique.

Theorem 2. For an random neural network with n neurons, let the vector of neuron potentials at time t be k (t) =
(ky (t),...,kq(t)),andlet k = (kq, ..., k,) be an vector of nonnegative integers. Then if the q, in (11) satisfies the constraint
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0<gq, <1,i=1,...,n, the stationary joint probability of network state p (k) = lim;_, o, p{k (t) = k} is given by
n
p)=]]0-q)aq" (12)
v=1

The proof of these two theorems can be found in [1]. In this paper our focus is on the feed-forward RNN model, the
equations that describe its functionality in steady-state (Eqs. (9)-(11)), and on how learning in such an RNN model is
accomplished. Provided that the weights in the RNN model are fixed, the outputs (i.e., the steady probabilities g,’s) in a
feed-forward RNN model with I, H, and O nodes in the input, hidden and output layer, are given by the following equations,

+(0) 0)
0 = o = (13)
1 (0) —(0) 0)
T + )\‘i ri(o) + }\i
1
) +(1)
o PR Eqi Wiy
1 I i=
n :ru)_;_/\—(l) = o o " o (14)
h h Do wpe” w1+ g wy,
0=1 i=1
H
1M, +@2)
3@ hz1qh Wy
0 B
@) = = (15)

2) -2 H
o + A _
o 0 Z ql(11) who(Z)

=
Il
_

where in the above equations all the parameters involved are defined in Appendix A. In Appendix A all the parameters
associated with feed-forward RNN models, that appear in Eqgs. (13)-(15), as well as additional pertinent RNN notation
is provided. Fig. 1, shows a feed-forward RNN model with I, H, O input, hidden and output nodes and representative
interconnection weights.

3. Learning in the RNN

The type of problems that we focus on this paper is classification problems. In particular, we assume that a training
collection of input/output pairs, {A (p), A (p);d(p)},1 < p < PT is available to us, and the objective is to map the
input vector (A (p), A (p)) to its corresponding desired output vector d (p), forallp : 1 < p < PT. The parameter PT
corresponds to the number of input/output pairs in the training set. The pth input output pair from the training collection that
is presented to the RNN neural network is designated by (A©@ (p) , A©© (p)). We assume that A©@ (p) , A© (p) are vectors of
dimensionality I, and their ith component is designated as A;O) (), )Li(o) (p), respectively. We also assume that d® (p) is a

O-dimensional vector, and its corresponding oth component is designated by df,z) (p). We therefore define an error function
for each input/output pair from the training collection, as follows:

1< 2
E@ =3 [0 ®-d ®)] . (16)
o=1
The total error function (for all input/output pairs) is defined below.
T 1.0 , , 3
E=YE@=5)2 &7 ®—-d’ 0] (17)
p=1 p=1 4=1

In [4], a learning algorithm has been developed to minimize this error function by updating (learning) the network’s
interconnection weights. This algorithm is a gradient descent procedure applied to the total error function, where the
independent parameters are the RNN’s interconnection weights. In its most general form (when all interconnections weights
are allowable in the RNN) this learning algorithm involves finding a fixed point and inverting an n x n matrix, where n is
the number of neurons in the RNN. It turns out that for a feed-forward RNN structure we do not have to solve a fixed point
equation (the outputs of an RNN feed-forward structure of Fig. 1 can be computed through the set of algebraic equations
(13)-(15)). It also turns out that for a feed-forward RNN structure we do not have to invert the n x n matrix (for reasons
explained later in Section 3.1) and the changes for the RNN interconnections weights can also be computed through a set of
algebraic equations, provided in Section 3.1.

As we have mentioned earlier, there are other learning approaches to find the minimum of an error function, such as the
RPROP [27], AIW-PSO [38] and DE [34]. In particular, the RPROP method takes advantage of non-alternating or alternating
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Fig. 1. Afeed-forward RNN architecture, with I input nodes, H hidden nodes and O output nodes. All the inputs, outputs and representative interconnection
weights are depicted in the figure.

signs of the gradients to accelerate or decelerate the descent to the solution, while the PSO and DE approaches start with
a population of solutions (guesses) and they update this population using evolutionary techniques to improve the guessed
solutions. In the following sections the details of each one of these approaches, such as GD (Gradient Descent), RPROP, PSO,
and DE will be delineated.

3.1. Gradient descent (GD) approach

Fig. 1 shows a feed-forward RNN with I input nodes, H hidden nodes, and O output nodes. Let us denote as wlh“), wi;“),
the excitatory and inhibitory interconnection weights from node i in the input layer (layer 0) to node h in the hidden layer
(layer 1). Let us also denote as w,;(z), w,;(z), the positive and negative interconnection weights from node h in the hidden
layer to node o in the output layer (layer 2). Then, it is easy to see that.

IE(p) 3 1 2 0 g (p)
ut@ gt @ {2 > [q?) » —d” (p)] } => [qu) () —dg (p)] wi® (18)
ho ho 0=1 0=1

After anumber of algebraic manipulations we can write Eq. (18) in terms of quantities that are computable. More specifically,
it can be shown that

OF (p) 1o @ ) +@ -2 @ 0’ ® -
= 5 —d: A g + 1|0 = . 19
P E [qo (p) — d; (p)] T () ((32)( ) (who w5 q; (p)) ,5,2)( ) [6=0] (19)

o=1

In a similar fashion,

OE ] 1< 2 0 g2
(}()2)) h,(z) [2 Z [qu) (p) — dy” (p)] ] = Z [q?) P —d @ )] hg) (20)

owp, ow =

which after a number of algebraic manipulations becomes

0 1 1 @
jEE’:; Z{[q?) ») —d” (p)][ B (0 P (p))—‘“’@wl[azo]”.(zl)

o0=1

= Dy” (p) DY (p) D (p)
Furthermore,
9E(p) 9 1 s 12l &1 9g5” (p)
0@ = 3t { 2;[ 0 ) - o] }=;[q5~f -2 )] 22 S (22)

or after a number of algebraic manipulations

H )
(2) (2) +(1) (1) M ® 7 1@ _ =0 @)
E(D) L [0 -4 0 )E[ m(“’m Le) + h<p>‘[”—h]]( )

owy " o Dé,”(p)

(23)

Also,

OE 3 1L 2 0 q?
2 = ‘(1){ > [a2 @ - )] }=Z[qff> ®) - d<2>(>] gfﬁ) (24)

owy, =1 =1

o
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and eventually,
(0) (N

H 0)

@ @ q; +(1) —() (1) G AT +2) -,

SE(D) o |:qa (p) —d; (P)] E |:_ 2@ o () (wﬁ1 —w. q; (P)) IO 1[h = h] (wiu_, — w7 q5 (p))
— Z =1 h h

¢ (25)
awih(l) o=1 DEZ) ®)

Eqgs. (19), (21), (23) and (25) provide us with expressions that are computable and define the partial derivatives of the pth
error function with respect to the independent parameters (i.e., the positive and negative interconnection weights from
input to hidden and from hidden to output layers of the RNN). In a batch gradient descent (BGD) procedure approach, we
can then modify the RNN interconnection weights as follows:

PT

dE(p)

+2)

Ao ==y — (26)
p=1 awho

PT
_ dE(p)
Awp,? = =1 Z Juw—? (27)
p=1

Wy
PT
dE(p)
e D (28)
p=1

dwy,
PT
- IE(p)
M
pug =) (29)
p=1 ih

where in the above equations the terms in the summations are provided by Eqgs. (19), (21), (23) and (25).

3.2. The RPROP approach

RPROP has been used successfully [27] in training multi-layer perceptron neural networks, where it was shown that it can
outperform the typical gradient descent learning procedure on a number of benchmark problems. RPROP takes advantage
of the signs of the gradient in order to increase the learning rate for the descent in cases where consecutive gradients are
of the same sign, and in order to decrease the learning rate for the descent when consecutive signs of the gradient are
alternating. Furthermore, RPROP backtracks when two consecutive signs of the gradient are alternating. Consequently for
every interconnection weight in the RNN, RPROP has a different learning rate, whose value depends on the sequence of the
signs of the derivatives with respect to this weight that have been encountered by the algorithm. The functionality of the
RPROP depends on a number of parameters (e.g., factor with which to increase or decrease the learning rate (n*, n7), a
minimum and a maximum change of the weight ( Anin, Amax) that is allowed) but good default values for these parameters
have been found in the literature (see [27]) that work well for a variety of problems. Hence, RPROP requires the computation
of the derivatives of the objective function with respect to each RNN weight (see Egs. (26)-(29)) as GD does. The details of
the RPROP learning algorithm are provided in [27].

3.3. The AIW-PSO approach

In the AIW-PSO approach [38] we start with a population of initial solutions (guesses) for the RNN interconnection
weights, called particles, and then these guesses are improved using a conscience factor that takes into consideration prior
best guesses of a particle, and a social factor that takes into consideration the best guess of any particle in the population.
Let us denote

X=X X s Xy, XD (30)
the vector with components all the positive and negative interconnection weight values of the RNN corresponding to particle
m at generation t. In particular, X!, is one of the positive or negative interconnection weights of the RNN, at generation t.
Note that D is equal to the number of positive and negative interconnection weights in a feed-forward RNN with I input
nodes, H hidden nodes, and O output nodes, thatis D = 2(I - H + H - 0). The PSO equations that update this particle’s values
(i.e., the RNN interconnection weights) from generation t to generation t + 1 are given below,

Vil = wh Vi + cirand() (Phy — Xfy) +corand() (Péd —Xha) (31)
Xing' = Xing + Vit (32)

where in the above equations Pf, is the vector corresponding to the best fit mth particle, up to generation ¢, while Pg is the
best fit particle amongst all particles, up to generation t. The fitness of a particle is determined by the value of the error E
(see Eq. (17)) that this particle attains; a particle is more fit, the smaller the value of E is that it attains. In order to find the
error corresponding to a particle, we have to calculate the g values for every output node and every input pattern applied at
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the input of the RNN. Eq. (31) calculates the velocity of particle m of dimension d. Eq. (31) has three terms. The first term is
the exploration term that allows the particle to visit portions of the input space that it has not visited before. The constant
wt, , involved in the first term, referred to as the inertia weight, controls of how much exploration a particle undergoes. A
large inertia weight facilitates exploration but it takes the particle long time to converge, while a small inertia weight forces
the particle to converge fast, but sometimes to local minima. The second and the third term in Eq. (31) are the ones that
exploit prior good positions of the input space that the particle has visited; c; and ¢, are the conscience and social factors
that move a particle’s position towards the personal best of a particle and the global best of all the particles.

Typically, the conscience and social constants are chosen in the literature to be equal to 2.0, while the inertia weight in
the PSO variation that we consider in this paper (in [38]) is determined by the following two equations. The version of the
PSO that updates the inertia weight according to the following two equations is referred to as AIW-PSO (Adaptive Inertia
Weight-PSO),

1

bt =1— 33
Wmd 1+ exp(—a - ISAL ) (33)

t t
|de - Pmd|
[P — Pea| + ¢
where « is a positive constant in the interval (0, 1], and ¢ is a small positive constant to guarantee that the denominator in
(34) is never zero. Hence, in AIW-PSO, each one of the population of particles updates its position from one generation to

the next until a meaningful stopping criterion is met. The details of the AIW-PSO algorithm are provided in Appendix B and
in [38].

ISA' | = (34)

3.4. The DE approach

In the Differential Evolution (DE) approach [34] we also start with an initial population of solutions for the RNN
interconnection weights, and then this set of solutions is mutated and crossed-over to obtain better solutions. The DE
approach uses two parameters, called a mutation constant, designated as F, and a cross-over constant, designated as CR.
Every solution of the population is first mutated by making it equal to the sum of another solution of random index (different
than the index of the solution which is mutated), plus an F portion of the differences of two other solutions of random indices
(different than the index of the solution which is mutated, and the index of the solution to which this difference of solutions is
added). Then, the mutated solution is crossed over (component wise) with the old solution (using the cross-over probability
CR) to produce a cross-over solution, which substitutes the old solution that we started with, if and only if, the cross-over
solution has a better fitness value (in our case a smaller E value) than the old solution; otherwise the old solution is copied
in the new generation. This process of mutating and crossing over solutions from one generation to the next is continued
until a meaningful stopping criterion is met. The details of the DE approach are provided in Appendix C and in [34].

3.5. Computational complexity of the BGD, RPROP, AIW-PSO and DE

3.5.1. The complexity of the gradient descent procedure and RPROP for the RNN

In the paper by Gelenbe [4], titled Learning in the Recurrent Random Neural Network, the RNN learning procedure is
introduced, which involves calculation of the g values for the RNN (requires finding the fixed point of a set of equations
of the form shown in Egs. (9)-(11)), as well as calculation of % terms needed for the computation of the % terms. The g

and g—g) values are needed by the gradient descent procedure to calculate the changes of the RNN weights. It is not difficult
to see that for the feed-forward RNN model the calculation of the g’s (see Egs. (13)-(15) which are the specialized version
of Egs. (9)-(11) applicable for the feed-forward RNN model) does not require a fixed point calculation. Instead Eqs. (13)
through (15) can be used directly for the calculation of the RNN outputs, starting from the nodes in the input layer, then
moving to the nodes of the hidden layer and eventually dealing with the nodes of the output layer. For the recurrent RNN
model, Gelenbe illustrated in [4] that the inversion of a matrix I — W is needed, where W is an n x n matrix with entries
dependent of the excitatory and inhibitory RNN interconnection weights. It also not difficult to see that for a feed-forward
RNN model, like the one that we are focusing on in this paper, the matrix W is upper triangular which avoids the need for
the I — W’s inversion, a significant simplification. Therefore, if we use the general learning equations for the calculation

24 terms in the recurrent RNN model, as provided in [4], but we take advantage of the upper triangular nature of W, we

eaﬁd up with the learning equations that we have supplied in Section 3.1 of the paper. It is straightforward, now that we
know the form of the learning equations for the feed-forward RNN model (Eqgs. (13)-(15), (19), (21), (23), (25)), to provide
an evaluation of the computational complexity involved in calculating the change of the RNN weights for the feed-forward
RNN model. ©

To compute g; ); 1 < i < I, we need O(I - H) calculation (see Eq. (13)). To compute qfll); 1 < h < H, we need

O(I -H + H - 0) computations (see Eq. (14)). To compute qf,z); 1 < o0 < 0,we need O (H - 0) computations (see Eq. (15)).

To compute Aw,fo(z), Awh_o(z) we need O(H - O) computations (see Eqs. (19) and (21)). To compute wf,fm, Aw,gm we need

O(I - H - 0) computations (see Egs. (23) and (25)). These computations need to be performed for every input/output pair,
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Table 1
Characteristics of the datasets used in the RNN experiments. The attributes of a dataset determine the number of input nodes, used in the RNN. The number
of classes of every dataset used is 2, and as such we need only one RNN output node, whose desired output is zero for one class, and one for the other class.

Dataset Total instances Training instances Test instances Attributes Classes Majority class (%)
G05 5500 500 5000 2 2 50
G15 5500 500 5000 2 2 50
G25 5500 500 5000 2 2 50
G40 5500 500 5000 2 2 50
Co0 5500 500 5000 2 2 50
€05 5500 500 5000 2 2 50
C15 5500 500 5000 2 2 50
25 5500 500 5000 2 2 50
IRIS 5300 500 4800 2 2 50
Bupa 245 100 145 6 2 56
Pima 382 150 182 7 2 67
Magic 5256 501 4755 10 2 65

and as a result the complexity of one epoch of the gradient descent procedure in RNN is O(PT - I - H - 0). Since RPROP relies
on first order derivatives for the computation of the weight changes RPROP’s complexity is also O(PT - I - H - O).

3.5.2. The complexity of the AIW-PSO and DE for the RNN
AIW-PSO and DE start with a population S of solutions and they evolve these solutions from one generation to the next.
During this evolution process the error function E needs to be calculated for every member of the population. To calculate

E we need to compute qfo), q,(ql), q,(,z) (see Egs. (13)-(15)). Therefore we need O(I - H + H - O) calculations. These calculations
need to be performed for every input/output pair, and hence E’s calculation requires O(PT - [I - H 4+ H - O]) calculations.
Furthermore, these calculations need to be computed for S solutions (sets of RNN interconnection weights), resulting in a
total cost for an epoch (generation) of the AIW-PSO or DE approach equal to O(S - PT - [I - H + H - 0]). Quite often, the
population size of the PSO or DE approaches is chosen to be equal to a small scalar quantity times the dimensionality of
the parameter space, which is equal to I, and consequently the total cost of an epoch of the AIW-PSO and DE approach is

OPT -I> - H+PT-1-H-0) = O(PT - I?> - H).
4. Experiments with the RNN

We have experimented with 12 datasets (see Table 1), of which 8 are simulated databases and 4 are real datasets. Table 1
provides a description of these datasets including number of training data, test data, number of attributes (equal to the
number of input nodes of the RNN model), number of classes, and the percentage of data in the majority class.

Each dataset was randomly divided into two subsets; training, and testing. The simulated databases include 4 Gaussian
databases: G05, G15, G25, and G40. These are 2-dimensional databases with 2-classes and 5%, 15%, 25%, and 40% overlap,
between the classes. The overlap in these Gaussian datasets implies that if the optimal (Bayes) classifier were to be used
the classification error attained (optimal error) would be equal to the overlap percentage. The dataset denoted by C00 is
the benchmark one circle in a square problem, 2-dimensional, two class classification problem. The probability of finding
a data point within a circle or inside the square of the circle is equal to 1/2. This dataset is considered when there is no
noise in the data (C00), and when there is 5%, (C05), 15% (C15), and 25% (C25) noise in the data. In this problem, noise in the
data means that the labels of a portion of the data-points (designated by the noise percentage) are switched. The optimal
classifier for the C00, C05, C15, and C25 datasets will result in 100%, 95%, 85%, and 75% accuracy, respectively. The rest of the
datasets (IRIS, Bupa, PIMA, Magic) were obtained from the UCI repository (see [75]), where more information about these
datasets can be found. In particular, the IRIS dataset was slightly modified from the one provided in the UCI repository (we
eliminated one class that is completely linearly separable from the other two classes and we added some artificial data in
order to increase the size of the data in this dataset).

In all the experiments conducted we performed limited experimentation, to find a good number of nodes in the hidden
layer of the RNN, that is a large enough network to attain a reasonable performance on the training set. For all these datasets,
using five nodes in the hidden layer of a feed-forward RNN provided good results for the network’s performance on the
training set. We also used the training set to find good learning rates for the Batch Gradient Descent (BGD) procedure. For
all the other learning procedures we use the default learning parameter values that were reported in the respective papers
([27] for RPROP, [38] for AIW-PSO and [34] for DE).

In our experiments we have examined the performance (accuracy) of the resulting RNN classifier on the test data after the
RNN classifier has been trained with the training data using four different learning procedures: (a) Batch Gradient Descent
(BGD), (b) RPROP, (c) AIW-PSO, and (d) DE. For each one of these learning procedures the criterion of convergence was:
(i) Average Sum of the Squared Error attained a value smaller than a threshold, or (ii) The maximum number of epochs of
training has been reached, or (iii) The standard deviation of the average sum of the squared error attained for a fixed number
of epochs is smaller than a threshold; the training was considered completed (i.e., learning procedure has converged to a
solution) if one of the above three stopping criteria were satisfied. For the BGD and RPROP procedures we experimented
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Fig. 2. Average percentage of correct classification (PCC), and average number of epochs (Epochs) needed until the end of the training for RPROP and
BGD learning procedures and for each of the Gaussian, Circle in the Square, IRIS, Bupa, Pima, Magic datasets; the average is considered over 20 runs. The

experiments were run for a maximum number of 500, 1000, 1500, 2000 and 2500 epochs of training or until the average sum of the squared errors did not
improve significantly over a fixed number of epochs.

with 5 different values of the maximum number of epochs allowed for training, which were 500, 1000, 1500, 2000, and
2500. For the AIW-PSO, and DE procedures we experimented with 5 different values of the maximum number of epochs
allowed in training, which were 100, 200, 300, 400, and 500. The difference between the maximum number of epochs that
we experimented with BDG and RPROP, versus AIW-PSO and DE was a result of the fact that it typically took the BGD and
RPROP learning procedures longer to converge to a solution. For each one of the datasets considered, we run the learning
procedure (BGD, RPROP, AIW-PSO, and DE) 20 different times (starting from different initial sets of weights for the RNN) and
stored the number of epochs (Epochs) needed for the completion of training, the error (Error) attained at the end of training,
as well as the percentage of correct classification of the trained RNN on the test data (PCC).

In Fig. 2 we show the average Epochs, and PCC attained by BGD and RPROP on the test data for each one of the
aforementioned datasets. From Fig. 2 it is clear that RPROP learns the problem in a smaller number of epochs. One can
argue that if BGD were left to run for a much larger number of epochs it would eventually match RPROP’s performance,
but the obvious conclusion extracted from the results of Fig. 2 is that if you have a fixed computational budget to provide a
solution, RPROP is the clear choice, since it provides a better generalization performance for a specified maximum number
of epochs allowed for training (e.g. for the CO0 dataset RPROP attains a 7.8% better generalization in half as many epochs as
BGD does).

In Fig. 3, we show the average Epochs, and PCC attained by RPROP and AIW-PSO for each one of the aforementioned
datasets. In Fig. 4, we show the average Epochs, and PCC attained by AIW-PSO and DE for each one of the aforementioned
datasets. The averages are over 20 experiments started with different initial weight values.

Some observations are in order from the entries of Figs. 3 and 4.

e RPROP takes more epochs to converge to a solution compared to the AIW-PSO and DE (Figs. 3 and 4). The computational
complexity of an RPROP epoch and an AIW-PSO or DE epoch was calculated in Section 3 and depends on whether
I (number of input nodes) or O (number of output nodes) is larger for an RNN; when I is larger than O (the most
frequent case) the AIW-PSO, and DE epochs are more computationally complex, otherwise the RPROP epoch is more
computationally complex.

e The AIW-PSO attains (in most instances) higher generalization performance than RPROP for a fixed number of epochs
allowed (Fig. 3). This difference for some of the datasets is statistically significant, considering that in these datasets the
test set used is a few thousand patterns.

e The AIW-PSO approach attains (in most instances) higher generalization performance than DE for a fixed number of
epochs allowed (Fig. 4). This difference for some of the datasets is statistically significant, considering that in these

datasets the test set used is few thousand patterns. The computational effort involved in an epoch of AIW-PSO and DE is
similar.



M. Georgiopoulos et al. / Performance Evaluation 68 (2011) 361-384 371

g05 g15 g25 g40 c00 c05 c15 c25 Bupa Iis  Magic Pima
T T T T T T T T T T T 2600

—@— AIWPSO PCC
- 2400

—il— Rprop PCC ﬁ
95 --A-- AIWPSO Epochs \

Y
--4-- Rprop Epochs \ — 2200

- 2000

- 1800

- 1600

— 1400

PCC(%)
Epochs

- 1200

~ 1000

go5 g15 g25 g40 c00 c05 c15 c25 Bupa Iis  Magic Pima

Datasets

Fig. 3. Average percentage of correct classification (PCC), and average number of epochs (Epochs) needed until the end of training for RPROP and AIW-PSO
learning procedures and for each of the Gaussian, Circle in the Square, IRIS, Bupa, Pima and Magic datasets; the average is considered over 20 runs. The
experiments were run for a maximum number of 500, 1000, 1500, 2000 and 2500 epochs of training for the RPROP method, and for a maximum number
of 100, 200, 300, 400, 500 epochs of training for the PSO method, or until the average sum of the squared errors did not improve significantly over a fixed
number of epochs.
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Fig. 4. Average percentage of correct classification (PCC), and average number of epochs (Epochs) needed until the end of training for AIW-PSO and DE
learning procedures and for each of the Gaussian, Circle in the Square, IRIS, Bupa, Pima and Magic datasets; the average is considered over 20 runs. The
experiments were run for a maximum number of 100, 200, 300, 400, 500 epochs of training for the PSO and DE methods, or until the average sum of the
squared errors did not improve significantly over a fixed number of epochs.
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Fig. 5. Average percentage of correct classification (PCC), and average number of epochs (Epochs) until the end of training for RPROP RNN, RPROP MLP
learning procedures and for each of the Gaussian, Circle in the Square, IRIS, Bupa, Pima and Magic datasets; the average is considered over 20 runs. The
experiments were run for a maximum number of 500, 1000, 1500, 2000 and 2500 epochs of training for the RPROP method, applied to the RNN or MLP
model, or until the average sum of the squared errors did not improve significantly over a fixed number of epochs.

5. Discussion: critical review
5.1. Other classifier models (MLP, ART, SVMs, Decision Trees)

MLP: We make the assumption here that the reader is familiar with the multi-layer perceptron (MLP) neural network
architecture, as well as the back-propagation learning algorithm (see [2]), which is the gradient descent procedure applied to
a similar sum of the squared differences of actual and desired outputs as the one depicted in Eq. (17) for the RNN network.
We also assume that the reader is aware that the computational complexity of an epoch of MLP training with the back-
propagation learning procedure applied to a feed-forward MLP neural network with I, H, O input, hidden, and output nodes,
respectively, is O(PT - [I - H + H - O]), where PT is the number of patterns in the training set. In Fig. 5, we compare the RNN
performance, trained with the RPROP algorithm, with the MLP performance, trained with the RPROP algorithm. For all the
experiments, MLP used the same number of hidden units as the RNN. In particular, in Fig. 5 we show the average Epochs,
and PCC attained by RNN RPROP and MLP RPROP on the test data for each one of the aforementioned datasets. The averages
are over 20 experiments started with different initial weight values.
Some observations are in order from Fig. 5.

e RNN RPROP takes, in most cases, more epochs to converge to a solution compared to the MLP RPROP. The computational
complexity of an RNN RPROP epoch is O(PT - I - H - 0), while the computational complexity an MLP RPROP epoch is
O(PT-[I - H + H - 0]), whichimplies that the complexity of an RNN RPROP epoch is slightly higher than the computational
complexity of an MLP RPROP epoch (note that for classification problems the number of output nodes O is small). Hence,
for the datasets that we experimented with RNN MLP is faster than RNN RPROP.

e With a fixed computational budget (i.e., maximum number of epochs allowed) the trained MLP generalizes better (and
sometimes statistically significantly better) than the trained RNN; this statement is valid for the circle in the square
datasets that we have experimented with.

Critical Review Comment 1: Our examination of the relevant RNN literature showed that there is not an exhaustive investigation
of the different derivative-based approaches to solve the associated sum of the squared error problem. Some papers related to this
topic have appeared in the literature (e.g., [29,30]) but both of them compare their learning algorithms with the simple gradient
descent approach on a limited set of problems. On the other hand, the MLP neural network and its associated back-propagation
learning algorithm (gradient descent applied on the sum of the squared errors function) has received significant attention in the
literature by a variety of researchers who have suggested improvements to its speed of convergence (e.g., [26-28,76-79] and
many others). There is a need for a more thorough investigation of which of the many derivative-based methods is most efficient
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with the RNN feed-forward neural network model and this investigation should be applied to a good number of benchmark
problems.

ART, SVMs, Decision Trees: Adaptive Resonance Theory (ART) was developed by Grossberg [80]. Some of the ART architec-
tures that have appeared in the literature include Fuzzy ARTMAP (FAM) [81], Ellipsoidal ARTMAP (EAM) [82,83], and Gaus-
sian ARTMAP (GAM) [84]. All of these ART architectures possess a number of desirable properties, such as they can solve
arbitrarily complex classification problems, they converge quickly to a solution (within a few presentations of the list of in-
put/output patterns belonging to the training set), they have the ability to recognize novelty in the input patterns presented
to them, they can operate in an on-line fashion (new input patterns can be learned by the ART system without retraining
with the old input/output patterns), and they produce answers that can be explained with relative ease. We assume here
that that the reader is familiar with the class of ART classifier models, a good representative of which is Fuzzy ARTMAP [81].

In [85] we proposed a GA approach [86] for the evolution of ART architectures. Genetic ART starts with a population
of trained ART networks, with the number of hidden layer nodes and the interconnection weights to these nodes fully
determined (at the beginning of the evolution) by ARTs training rules. To this initial population of ART networks, GA
operators are applied to modify these trained ART architectures (i.e., number of nodes in the hidden layer, and values
of the interconnection weights) in a way that encourages better generalization and smaller size architectures. The GA
optimization problem of ART has two objectives: maximize classification accuracy on a validation set, and minimize network
complexity (size of the network), measured in terms of the number of hidden nodes (categories). The proposed GA relies on
adaptive parameter control. This has the advantage of avoiding the reliance of the performance on genetic parameters such
as the probability of mutation and probability of deletion of an ART category (i.e., hidden node). Therefore, the proposed
approach avoids the need for experimentation with GA parameter values to achieve the best possible performing ART
network. Furthermore, it alleviates the need to experiment with the ART network parameter values. The ART network
parameters are simply sampled to define the initial population of ART neural networks, while the GA algorithm parameters
are automatically adapted during evolution to fit the classification problem at hand, resulting in a classifier that does not
require any user intervention. Furthermore, the proposed improved GA approach relies on multi-objective optimization
techniques (thus overcoming the issues associated with framing a multi-objective optimization problem as a single objective
optimization problem [87]), while it chooses the best GA parameters in an adaptive, problem-dependent, fashion. We named
this improved GA approach MO-GART and more selectively MO-GFAM, MO-GEAM, and MO-GGAM. In [85] we assessed the
performance of MO-GART on a number of classification problems, some of which were the problems that we tested RNN
with in this paper. For instance for all the Gaussian problems (G05, G15, G25, and G40) MO-GART not only attained the
optimal classification performance (Bayes classification performance) but it achieved this performance by designing an ART
architecture with only two hidden nodes (see Figs. 2 and 3 for the corresponding performance of an RNN with five hidden
nodes). Furthermore in [85], MO-GART's classification performance on the C00, IRIS, and Pima datasets was found to be
99.80%, 95.24%, and 82.67%, utilizing only 2, 2, and 2 hidden nodes respectively (contrast this performance with the RNN
performance of Figs. 2 and 3).

In the same paper [85] we compared MO-GART’s performance with the performance of two other popular classifiers:
SVM [88] and CART [89]. Once more, we assume that the reader is familiar with the basic functionality of the SVM and CART
classifier models.

For SVM training, we used LIBSVM (v. 2.8, see [90]), which is an implementation of the Sequential Minimal Optimization
(SMO) algorithm first developed by Platt [91]. As far as we are aware, this is the best-known implementation of SMO
available. The SVM classifier has several adjustable parameters including, C, a regularization parameter, and parameters

associated with the kernel. For this test, we employed the RBF kernel (or Gaussian kernel, exp(—y Hxi —X; ”2)). The linear
kernel may be more suitable in some cases where the data is known to be linearly separable and can produce fewer support
vectors. However, the RBF kernel is more applicable to a wider variety of instances including linearly separable data. In
general, it is not known, a priori, which are the best parameter settings for a particular dataset for providing the best
generalization performance. For this reason, it is not uncommon to train the classifier for a wide range of settings to find
the optimal generalization performance. For this test, we trained the SVM classifier across a grid of C and y parameters.
The range of values used is as follows: log, (C) was varied between —5 and 15, with step size of 2 and log, (y) was varied
between 3 and —15 with step size of —2, resulting in a total number of 110 C and y parameter values. The best results that
we obtained with the SVM classifier resulted in an SVM classifier that achieved the optimal classification performance (Bayes
classification performance) for the G05, G15, G25, and G40 problems utilizing only two support vectors in each one of these
cases. SVM's classification performance on the C0O0, IRIS, and Pima datasets was found to be 99.67%, 95.06%, and 73.71%,
utilizing 88, 64, and 2 support vectors, respectively (contrast this performance with the RNN performance of Figs. 2 and 3).

Another classifier we compared MO-GART with in [85] was CART. Classification and Regression Tree (CART) (see [89])
is a classical methodology for training decision trees. It provides systematic and complete solutions to the key problems
in training, including the selection of splits, the separation of training into growing and pruning phases to prevent over-
training, the handling of missing values, and the cross-validation of trees. It also provides theoretical support for speed-up
algorithms and the performance evaluation of trees. During training, CART offers options and parameters to tune its perfor-
mance, but it also provides default settings, such as the usage of the Gini Index as the impurity measure in growing the tree
and the 1-SE rule (see [89] for more details) in selecting the best pruned tree; these choices usually produce good results.
We applied these default settings in our experiments. The results that we obtained with the CART classifier resulted in a
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CART classifier that achieved the optimal classification performance (Bayes classification performance) for the G05, G15,
G25, and G40 problems utilizing only two intermediate nodes in each one of these cases for the decision trees constructed.
CART'’s classification performance on the CS00, IRIS, and Pima datasets was 97.56%, 94.02%, and 73.70%, utilizing 28, 2, and
4 intermediate decision tree nodes, respectively (contrast this performance with the RNN performance of Figs. 2 and 3).

It is worth noting that all the results reported in this section for MO-GART, SVM and CART, as well as MLP, use the same
training set for the construction of the classifier model and the same test set for the assessment of the model’s performance.
Critical Review Comment 2: Our examination of the relevant RNN literature showed that there has not been a thorough
examination of the feed-forward RNN'’s performance on classification problems, an important class of problems for a variety of
application domains. On the other hand, for the other classifier models that we have mentioned there is a good number of published
papers (e.g., [85,92-94]) reporting their performance on a variety of benchmark classification problems. Therefore, in order for
RNN to get its fair treatment in the literature, a thorough investigation of its classification performance, size, and complexity needs
to be conducted and contrasted against other popular classifier models, such as MLP, ART, SVMs, decision trees, and others.

5.2. Other error functions

The error function typically used for the training of the RNN (see [4,20,29,30]) is the sum of the squared errors between
actual outputs and desired outputs for all the output nodes of the RNN and all input/output pairs of the classification problem
under consideration. This was defined earlier and repeated below.
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In the experiments that we have conducted in the previous section we only dealt with two-class classification problems,

where RNN has one output node. We would like in that case the output of the RNN (q(lz)) to represent the posterior

probability, P(1]| A, A) for class 1 data. The posterior probability of class 2 data will then be given by P 2|A, 1) = 1 — qu).

This can be achieved if we consider a target coding scheme for which d§2) = 1 for an input vector that belongs to class 1 and

dgz) = 0 for an input vector that belongs to class 2. We can combine these into a single expression, so that the probability
of observing either target value is

(2) (2)
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It is not that difficult to then see that the likelihood of observing the training data set, assuming that the data-points are
drawn independently from their corresponding distribution, is then given by
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So, it makes sense to maximize the likelihood of observing the training data, or minimize the negative of the logarithm of
this likelihood, resulting in a modified error function for the RNN, given below.

PT
E=-> @ ®mn(d? ®) +1-d’e)na - @), (38)
p=1

The minimization of this error function results in similar weight change equations as the ones that we have discovered
for the minimization of the sum of the squared errors error function. The only difference is an additional factor term that
appears when the error function of Eq. (38) is employed. In particular,

JE il g\ 1
P Z [q?)(p )= d?)(p)] q1+(£>) @ @ (39)
AW, p=1 dwy,~ gy () (1 =gy (p)

In the above equation, the third factor in the sum is the additional factor that is introduced, now that the error function has

been changed from the sum of the squared errors to the cross-entropy error function (see Eq. (38)).

Fig. 6 contrasts the results (Epochs and PCC) needed for the training of the RNN using the PSO learning procedure and
the sum of the squared error function versus the cross-entropy error function. From the results in Fig. 6 it is obvious that
the error function used in the training of the RNN has a significant effect on the classification performance attained on the
test set. A similar type of conclusions was extracted by comparing the BGD and DE performance results for the sum of the
squared error function and the cross-entropy function.

The topic of minimizing alternative error functions (other than the sum of the squared errors function) has received
significant attention in the neural network community, examples of which are represented below. In particular, Karayiannis,
and Venetsanopoulos introduced in [95] an alternative error function after the initial adaptation cycles with the squared
error function and showed faster convergence to a solution for an MLP neural network on a number of benchmark problems
(XOR, N-M-N encoder problem). In [96] Juang and Katagiri present a new formulation of the pattern recognition problem,
aiming at achieving a minimum error rate classification. This new formulation results in a smooth error function that
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Fig. 6. Average percentage of correct classification (PCC), and average number of epochs (Epochs) until the end of training for the PSO learning procedure
when the mean squared error and the cross-entropy error functions are used, and for each of the Gaussian, Circle in the Square, IRIS, Bupa, Pima and Magic
datasets; the average is considered over 20 runs. The experiments were run for a maximum number of 100, 200, 300, 400, and 500 epochs of training.

approximates the empirical error for the design sample set arbitrarily close. In their paper they suggest how the error back-
propagation algorithm can work with this new error criterion to achieve the minimum error result. In [97] Van Ooyeen
and Nienhuis used the cross-entropy function and showed that for a number of benchmark problems it improves the
convergence speed of the MLP neural network. In [98] Nedeljkovic introduced a new MLP training algorithm that minimizes
the classification error and demonstrated its potential benefits on a limited number of small scale classification problems.
In [99] Cid-Sueiro, et al., established necessary and sufficient conditions for Strict Sense Bayesian (SSB) functions (i.e., those
that provide estimates of the a posteriori probabilities of the classes) in networks whose outputs are consistent with
probability laws; in the same paper the authors provide a general formula for SSB cost functions, satisfying two important
properties, the properties of symmetry and separability, both of which are satisfied by the mean squared error function and
the cross-entropy error function.

Critical Review Comment 3: Our examination of the relevant RNN literature showed that all of the RNN papers examined
(e.g., [4,20,29,30]) consider the minimization of the frequently used sum of the squared errors function to find the RNN
interconnection weights. Although this function is appropriate for regression problems, it might not be the most appropriate
one for classification problems. As the literature is suggesting (e.g., [95-98], and many others papers), as well as our limited
experimentation with the RNN and the cross-entropy error function [100] there might be advantages in considering alternative
error functions to find the weights in a neural network. Therefore, the RNN learning algorithm procedures (derivative based or
not) should be examined with other error functions in addition to the frequently used squared error function, especially if the type
of problems that RNN addresses are classification problems.

5.3. Evolutionary approaches and RNN

A very thorough review of the relevant literature pertaining to the evolution of artificial neural networks can be found in
a survey paper by Yao [101]. Since Yao's paper, published in 1999, a lot more papers have been published in the literature on
the topic of evolutionary neural networks (e.g., [102-104,45]), but none of them has been applied towards the optimization
of the weights and/or the topology of an RNN model. In this paper we considered two evolutionary approaches, the PSO
approach [38] and the Differential Evolution approach [34], to solve the optimization problem pertaining to learning in
the feed-forward RNN (i.e., minimization of the sum of the squared errors (Eq. (17)) or minimization of the entropic error
function (Eq. (38)). These approaches were not chosen lightly. The PSO approach has been investigated and referenced
extensively in the literature, since its introduction by Eberhart and Kennedy [33]; we also mentioned in the introduction
of this paper that PSO has been successfully used for finding interconnection weights in an artificial neural network
(e.g., [43-49]). On the other hand, the paper on Differential Evolution [34] has been extensively cited in the literature
and it illustrated convincingly that Differential Evolution has a number of advantages in solving optimization problems
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since it outperforms a good number of various state-of-the-art optimization methods, such as Annelaed Nelder and Mead
strategy [105], the Adaptive Simulated Annealing [106], Breeder Genetic Algorithm [107], Evolutionary Algorithm with Soft
Genetic Operators [108], and the Stochastic Differential Equations approach [109]. These observations lead us in a natural
way into the following critical review comment.

Critical Review Comment 4: Our examination of the relevant RNN literature showed that in finding the interconnection weights
of the RNN, primarily first and second order derivative methods have been considered. Our limited experimentation has illustrated
that there might be an advantage using existing evolutionary approaches, such as PSO and DE, as well as other evolutionary
methods, to optimize the weights of an RNN in an effort to avoid getting trapped in local minima, which has been one of the
problems of first and second order derivative based learning methods [110-112].

5.4. Multi-objective evolutionary approaches and RNN

Many real world problems involve the simultaneous optimization of conflicting objectives. This is the basic challenge
of multi-objective optimization research. Evolutionary algorithms have been used extensively to solve multi-objective
optimization problems, resulting in a body of knowledge known as multi-objective evolutionary algorithms (MOEA). A
number of authors has published surveys of MOEA, such as [113], and the reader can find more details about MOEA'’s there.
With conflicting multiple objectives, there is no single optimal solution, but rather, there is a set of good solutions. It is often
desirable to find these good solutions as they provide alternative solutions to the problem at hand. Evolutionary algorithms
(EAs) are suitable for solving multi-objective optimization problems because EAs are population-based search algorithms,
and, as such, they can find, in a single run, multiple good solutions on the surface defined by the multiple objectives that are
to be optimized.

Using a multi-objective approach to optimize a classifier is a topic that has attracted considerable attention in the
literature. In 1997, Ishibuchi, et al., [114] compared a number of genetic-based single objective approaches and a multi-
objective approach to design a fuzzy classifier that maximizes classification accuracy and minimizes the number of produced
linguistic rules. The multi-objective method selects half of the population from one generation to the next using a single
objective function with random weights (not constant weights); this way it drives the population in many different
directions in the objective space. In one of the variations of the multi-objective approach the confidence of a fuzzy rule is
taken into consideration in making classification decisions. It turned out that the multi-objective approach that incorporates
the confidence of the fuzzy rule produced the best results. The paper by Ishibuchi, et al. [114] is a single example of a very
rich literature on multi-objective optimization of fuzzy classifiers, pioneered by Professor Ishibuchi and his colleagues, but
a literature that has many more contributors as the Evolutionary Multi-Objective Optimization of Fuzzy Rule-Based Systems
Bibliography page by M. Cococcioni demonstrates.

The literature is also rich of contributions related to multi-objective optimization of neural networks.

For instance, Everson and Fieldsend [ 115] have provided a multi-class ROC (receiver operating characteristic) analysis for

a 3-class problem using a k-nearest neighbor and a multi-layer classifier. Jin, and his colleagues [ 116] optimize classification
accuracy and connectivity within the framework of spiking neural networks. Graning and his colleagues [117] show
on a few benchmark problems that multi-objective optimization of the structure and the weights of multilayer neural
networks, solving binary classification problems, results in networks that generalize better compared to the case where the
objectives are optimized through a single-objective optimization approach. Jin and Sendhoff provide a very comprehensive
review of Pareto-Based Multi-Objective Machine Learning approaches in [118]. There, they illustrate that three benchmark
problems (generating interpretable models, model selection for generalization, and ensemble generation) can benefit from
a Pareto-based multi-objective approach. Abass [51] used a multi-objective optimization approach and a variation of the
Differential Evolution algorithm to successfully evolve the weights and the structure of multi-layer perceptron neural
network architecture. An example of a multi-objective approach to evolve ART neural network architectures has already
been mentioned earlier [85] and it has demonstrated the potential to produce classifiers of very good generalization,
and small size, with a reasonable computational cost and void of any required user intervention to tweak the network’s
parameters for a number of benchmark classification problems.
Critical Review Comment 5: Our examination of the relevant RNN literature showed that there has been no attempt to co-
jointly optimize the weights and the structure of the RNN network using a multi-objective optimization approach. Considering
the extensive literature on the subject of the multi-objective optimization of classifiers and the good results obtained therein
(e.g., [51,85,114], many others), it is worth considering a multi-objective optimization of the structure and the interconnection
weights of an RNN model.

5.5. Analysis of the RNN

One of the major criticisms that neural networks have sustained throughout the years is their lack of ability to explain
the answers that they produce. This criticism has been directed more towards global neural network models, such as the
MLP and the RNN models, where the responsibility of correctly producing a desired output for a specific input is distributed
amongst all the network’s interconnection weights. This criticism is less directed towards local neural network models,
such as RBF-NNs [119], and ART neural networks [120]. In particular, for ART neural networks a number of results has
appeared in the literature that attempts to explain how learning works in an ART neural network, and shed light on how this



M. Georgiopoulos et al. / Performance Evaluation 68 (2011) 361-384 377

neural network produces its answers (see [121-126]). Furthermore, some attempts have been published in the literature to
explain the answers that an MLP neural network produces, when it is confronted with classification problems (e.g., [ 127]), or
understanding some of the limitations of gradient descent learning and the MLP (e.g., [128,129]). It will be worth examining
if such a careful investigation of the feed-forward RNN model’s functionality will lead into its better understanding.

Critical Review Comment 6: A review of the RNN literature revealed that a careful analysis of the functionality of the feed-forward
RNN model has not been conducted. This research avenue will facilitate the future work, suggested by all critical comments 1-5,
which are primarily of experimental nature, but whose successful implementation relies on a good understanding of the feed-
forward RNN model, its capabilities and its limitations.

6. Summary/conclusions

In this paper we have focused on the feed-forward RNN model and its associated learning algorithms. Furthermore, we
emphasized classification problems. This focus was intentional, so that we can narrow the breadth of the RNN knowledge
to a manageable level.

Within the aforementioned context, to motivate some of the omissions that we found in the available RNN literature,
a number of experiments was performed with the feed-forward RNN model and its performance was assessed on a small
number of classification problems, using a variety of learning strategies. These results and other results that have appeared
in the literature for other competitive classifiers (neural-network-based or not) led us into the identification of a number of
critical comments or future research directions that would, in our opinion, advance the understanding of the RNN model, as
well as its usefulness in a variety of applications. These are: Critical Comment 1: Exhaustive experimentation to assess the
RNN feed-forward model’s performance on a number of benchmark classification problems using a multitude of derivative-
based learning methods, Critical Comment 2: Investigation of alternative error functions (other than the mean square error
function) and assessment of the RNN feed-forward model’s performance on a number of benchmark classification problems,
Critical Comment 3: Thorough comparison of the feed-forward RNN model’s performance (accuracy, speed, size) and other
popular classifier models on a number of benchmark classification problems, Critical Comment 4: Investigation of a number
of evolutionary approaches to find the interconnection weights of a feed-forward RNN model on a number of benchmark
classification problems, and comparison of the effectiveness (accuracy) and efficiency (speed) of these methods with the
most frequently used derivative-based methods, Critical Comment 5: Examination of a variety of multi-objective evolution-
ary approaches to co-jointly optimize the weights and the structure of a feed-forward RNN model and comparison of these
approaches with the frequently used fixed RNN structure’s optimization of the weights approach. Critical Comment 6: Anal-
ysis of the functionality of the RNN feed-forward model, to gain a better understanding of its capabilities and limitations.
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Appendix A. Notation

RNN notation Explanation

0: The maximum index of an output RNN node. So, output nodes in the RNN are indexed
from 1 to O with a generic index designated as o

I: The maximum index of an input RNN node. So, input nodes in the RNN are indexed from
1 to I, with a generic index designated as i

H: The maximum index of an RNN node that is not an input node, nor an output node; we

call these nodes hidden. So, hidden nodes in the RNN are indexed from 1 to H, with a
generic index designated as h.

n: The number of neurons in the RNN network. For a feed-forward RNN network with
I, H, O, input, hidden and output neurons, respectively,n =1-H + H - O

PT: The maximum index of an input/output pair presented to the RNN. The generic index of
an input/output pair is designated as p

E(p): Error term associated with the input/output pair p

Layer Index The input layer is layer 0, the hidden layer is layer 1, and the output layer is layer 2

q}o): The output of input layer neuron i, located in layer 0

q},l): The output of hidden-layer neuron h, located in layer 1

qf,z): The output of output-layer neuron o, located in layer 2

(continued on next page)
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Af)z):

)J@):

The desired output of output node o in layer 2

The numerator of the ratio defining the output of neuron i in layer 0; this corresponds to
the rate of positive signals (exogenous and endogenous) arriving at input neuron i of
layer 0

The denominator of the ratio defining the output of neuron i in layer 0; this corresponds
to the rate of negative signals (exogenous and endogenous) arriving at input neuron i of
layer 0 and the rate ri(o), defined below

The numerator of the ratio defining the output of neuron h in layer 1; this corresponds to
the rate of positive signals (exogenous and endogenous) arriving at input neuron h of
layer 1

The denominator of the ratio defining the output of neuron h in layer 1; this corresponds
to the rate of negative signals (exogenous and endogenous) arriving at input neuron h of
layer 1 and the rate rV, defined below

The numerator of the ratio defining the output of neuron o in layer 2; this corresponds to
the rate of positive signals (exogenous and endogenous) arriving at input neuron o of
layer 2

The denominator of the ratio defining the output of neuron o in layer 2; this corresponds
to the rate of negative signals (exogenous and endogenous) arriving at input neuron o of
layer 2, and the rate réz), defined below

The arrival rate of the Poisson process corresponding to the exogenous positive signal
arriving at input node i of layer 0

The arrival rate of the Poisson process corresponding to the exogenous negative signal
arriving at input node i of layer 0

The arrival rate of the Poisson process corresponding to the endogenous and exogenous
positive signal arriving at input node i of layer 0; is equal to Ni(o)

The arrival rate of the Poisson process corresponding to the endogenous and exogenous
negative signal arriving at input node i of layer 0; this term is such that

Dfo) = ri(o) + A © where r” is defined below

1
The arrival rate of the Poisson process corresponding to the exogenous positive signal
arriving at hidden node h of layer 1. The usual assumption made is that the exogenous
signals are non-zero only for the input nodes (the nodes in layer 0). For all other nodes in
the feed-forward RNN (i.e., hidden and outputs) these exogenous signals are assumed to

be equal to zero

The arrival rate of the Poisson process corresponding to the exogenous negative signal
arriving at hidden node h of layer 1. The usual assumption made is that the exogenous
signals are non-zero only for the input nodes (the nodes in layer 0). For all other nodes in
the feed-forward RNN (i.e., hidden and outputs) these exogenous signals are assumed to
be equal to zero

The arrival rate of the Poisson process corresponding to the endogenous and exogenous

positive signal arriving at hidden node h of layer 1; is equal to N,i”

The arrival rate of the Poisson process corresponding to the endogenous and exogenous
negative signal arriving at hidden node h of layer 1; this term is such that

Df,l) = r,gl) + }\;(”, where r,Sl) is defined below

The arrival rate of the Poisson process corresponding to the exogenous positive signal
arriving at output node o of layer 2. The usual assumption made is that the exogenous
signals are non-zero only for the input nodes (the nodes in layer 0). For all other nodes in
the feed-forward RNN (i.e., hidden and outputs) these exogenous signals are assumed to
be equal to zero

The arrival rate of the Poisson process corresponding to the exogenous negative signal
arriving at output node o of layer 2. The usual assumption made is that the exogenous
signals are non-zero only for the input nodes (the nodes in layer 0). For all other nodes in
the feed-forward RNN (i.e., hidden and outputs) these exogenous signals are assumed to
be equal to zero

The arrival rate of the Poisson process corresponding to the endogenous positive signal
arriving at output node o of layer 2; this term is equal to Néz)
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A@, 2D;d@):

The arrival rate of the Poisson process corresponding to the endogenous negative signal

arriving at output node o of layer 2; this term is such that Df,z) = réz) + Ao @ , where réz)
is defined below

The positive interconnection weight emanating from node i in layer 0 and converging to
node h in layer 1

The negative interconnection weight emanating from node i in layer 0 and converging to
node h in layer 1

The positive interconnection weight emanating from node h in layer 1 and converging to
node o in layer 2

The negative interconnection weight emanating from node h in layer 1 and converging to
node o in layer 2

The rate with which a signal is emitted from input neuron i to the outside environment;

in our paper, 5}0) isequalto 0

The rate with which a signal is emitted from hidden neuron h to the outside
environment; in our paper, s,ﬁl) isequalto 0

The rate with which a signal is emitted from output neuron o to the outside environment;
in our paper, sf,z) isequalto 0

When the potential of a neuron i, in the input layer, is positive the neuron might fire. The
average time between two successive signal departures from the ith neuron is denoted
by 1/ ri(o) , which means that the rate with which neuron i fires is denoted by ri(o) .The
firings of the ith active input neuron follow a Poisson process with average inter-arrival

between two successive signal firings equal to 1/ ri(o); note that with the assumption that

(0) (0) H +(1) —(1
s =01 =3 g lwy +wy ]
When the potential of a neuron h, in the hidden layer, is positive the neuron might fire.
The average time between two successive signal departures from the hth neuron is
(1)

denoted by 1/ r“), which means that the rate with which neuron h fires is denoted by r,, .

The firings of the hth active hidden neuron follow a Poisson process with average
inter-arrival between two successive signal firings equal to 1/ r,.(ll); note that with the
assumption that s,(ll) =0, r,(IU = Zooﬁ[w,fo(z) + w,fo(z)]

When the potential of a neuron o, in the output layer, is positive the neuron might fire.
The average time between two successive signal departures from the oth neuron is
denoted by 1/ réz), which means that the rate with which neuron o fires is denoted by réz).
The firings of the oth active output neuron follow a Poisson process with average
inter-arrival between two successive signal firings equal to 1/ réz). Note than an output
neuron in the feed-forward RNN is not connected to any other neuron, and as such

r,gz) = 0; furthermore, in this case s,(,z) =1

The generic index used to define the index of an input/output pair. All of the RNN
quantities defined above can be redefined, using this index, to designated the fact that
they correspond to RNN values produced during the presentation of a specific
input/output pair; for instance qf,z) (p) corresponds to the output of output neuron o in
the RNN layer 2 due to the presentation of the pth input output pair

The pth input output pair from the training collection that is presented to the RNN neural
network. For all practical purposes we can assume that A (p), A (p) are vectors of
dimensionality I, and their ith component is designated as Afo) (), Afo) (p), respectively.
For all practical purposes we can assume that d (p) is an O-dimensional vector, and its
corresponding oth component is designated by df,z) (p)

w: The matrix involved in the calculation of the dq/9w values for a recurrent RNN network.
This matrix is nxn; the Ith column, mth row entry of this matrix is equal to
(Wi, — W) a1/ Dy

RPROP notation Explanation

AN The amount of change applied to an RNN interconnection weight, as dictated by the

RPROP algorithm

(continued on next page)
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Apin: The minimum amount of change applied to an RNN interconnection weight, as dictated
by the RPROP algorithm

Apax: The maximum amount of change applied to an RNN interconnection weight, as dictated
by the RPROP algorithm

nt: The factor by which the change of the interconnection weight, as dictated by the RPROP
algorithm, increases.

n: The factor by which the change of the interconnection weight, as dictated by the RPROP
algorithm, decreases

PSO/DE notation Explanation

S: Number of particles (solutions) in a PSO or DE algorithm

XL The vector of interconnection weights in an RNN, represented as a particle of index m, at

epoch (generation) t. This vector represents a solution for the problem at hand
(i.e., minimizing the error function for RNN)

Vi The velocity of a particle of index m, at epoch (generation) t. This vector expresses the
amount of change that needs to be applied to a particle’s position as it moves from its
position at epoch t to its position at epoch t + 1

wh: This is the exploration constant that determines how much a particle is allowed to
explore new solutions in its input space
ISA: This parameter controls the value of the exploration constant, is particle dependent, and

dimension dependent, and is affected by the particle’s best prior position and the best of
all particles’ position

c1: The conscience constant in the PSO. This provides the amount of influence of the best
prior position of a particle on the particle’s next position

C: The conscience constant in the PSO. This provides the amount of influence of the best of
all particles position on the particle’s next position

Y The mutated particle, corresponding to particle of index m at epoch t

zk: The mutated and cross-over particle, corresponding to particle of index m at epoch t

SVM notation Explanation

C: The regularization parameter in a Support Vector Machine problem formulation that

determines the penalty in the objective function applied for every input/output pair that
violates the problem constraints; high C value means that high penalty is applied for a
constraint violation

y: The kernel parameter used in a Support Vector Machine problem that determines the
width of the Gaussian kernels used

Appendix B. Step-by-step AIW-PSO procedure

Step 1 (Initialization Step): Start with a population of S particles where each of their components represent the weights in
the RNN, that is w; ", w, P, w® w.® for1 <i<1,1<h<H 1< o < 0; all these weights are random values
uniformly distributed over a positive interval of the real line (say interval (0, wmax]). The c1, ¢; constant values are taken to
be equal to 2.0. The constant « is chosen to be equal to 0.5.

Step 2 (Apply the PSO Equations): You apply the PSO equations to move each particle from its position in generation t to
generation t 4+ 1 according to the following equations.

Vel — !l VE + ¢ rand() (Pt — Xhg) + €2 rand() (Péd —Xha)
Xmg' = Xma + Vg
1

Yt = o Ca 15ALy)

|Xr€1d —P 151d|
Pty — Pha| + &
In applying the above equations we use the error (fitness) function below to find the personal best of every particle, up to
generation t, and the global best of all particles up to generation t.

1PT (0] N 5 ,
E=2) D 6 ) —d? mF

p=1 o=1

t

ISAL, =



M. Georgiopoulos et al. / Performance Evaluation 68 (2011) 361-384 381

To calculate the fitness function of every particle at generation ¢t it suffices to compute the RNN output qf,z) for every output
node of the RNN and for every input pattern applied to the RNN input layer. This can be accomplished by applying the
Eqgs. (13)-(15), located in the main text of the paper.

Step 3 (Check for convergence): Check the value of the total average squared error, given by the following equation for the
best particle found by generation ¢:

1
(2) _ A2 2
ok = T OZZZM ) —d? ]

p=1 o=1

If this average squared error is smaller than a user designated threshold or if the error has not changed significantly over a
number of epochs, then the learning is complete; otherwise go back to Step 2 and apply the PSO equations for each particle
for one more generation (epoch).

Appendix C. Step-by-step DE procedure

Step 1 (Initialization Step): Start with a population of S particles where each of their components represents the weights in
the RNN, that is w+(1), wi;“), w;ro(z) W @ for1<i<I,1<h<H1<o < 0; all these weights are random values
uniformly chstrlbuted over a positive 1nterval of the real line (say interval (0, wnax]). The values of F and CR are chosen to
be equal to 0.5 and 0.1, respectively.

Step 2 (Mutation of a Particles): Apply the DE equations to mutate every particle of the population (1 < m < S). These are:
i =X g+ FXLg — XE )

where in the above equation the mutated mth particle at dimension d is equal to the value of another particle at dimension
d, plus the difference of two other particle values at the same dimension. As it can be seen F is a parameter, typically chosen
in the interval [0, 2] that controls the amount of the contribution of (X[ 4 — X, )-

Step 3 (Cross-Over of Particles): Apply the DE equations to cross-over the mutated particle and the original particle. The
cross-over obeys the following equation:

ZHT = yEif rand() < CR, while Z5h' = X!, if rand() > CRand 2" # X,

If Z+1 has better fitness than X¢ then X!*! becomes equal to Zt*1; otherwise X!*'becomes equal to X. The error (fitness)
function shown below is used, and the lower the fitness value of a particle is the better the fitness value of the particle is.

Z Z[q@ —d? ().

p]o_

To calculate the fitness function of particles at generation t it suffices to compute the RNN output qf,z) (p) for every output
node of the RNN and for every input pattern applied to the RNN input layer. This can be accomplished by using Egs. (13)-(15),
located in the main text of the paper.

Step 4 (Check for Convergence): Check the value of the total average squared error, given by the following equation for the
best particle found by generation t:

! ) _q@ 2
PT-0" = BT ozZZq () —d;” )]

p=1 o=1

If this average squared error is smaller than a user designated threshold or if the error has not changed significantly over
a number of epochs, then the learning is complete; otherwise go back to Step 2 and apply the mutation and cross-over
operation to all the particles for one more generation (epoch).
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