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ABSTRACT

Standard selection techniques such as ray casting fail when virtual
objects are partially or fully occluded. In this paper, we present two
novel approaches that combine cone-casting, world-in-miniature,
and grasping metaphors to disocclude objects in the representation
local to the user. Through a within-subject study where we compared
4 selection techniques across 3 levels of object occlusion, we found
that our techniques outperformed an alternative one that also focuses
on maintaining the spatial relationships between objects. We discuss
application scenarios and future research directions for these types
of selection techniques.

Index Terms: Human-centered computing—Human com-
puter interaction (HCI)—Interaction paradigms—Virtual reality;
Human-centered computing—Human computer interaction (HCI)—
Interaction techniques—Pointing; Human-centered computing—
Human computer interaction (HCI)—Visualization—miscellaneous;

1 INTRODUCTION

Selecting objects in virtual reality should be intuitive and require
little mental and physical effort [28]. Object selection methods
have been studied since the early days of VR, and while significant
progress has been made to simplify the selection process of clearly
visible objects, occlusion imposes complications. The most widely-
used selection techniques, such as ray casting and direct grabbing,
fail when the objects of interest are fully or partially occluded and
out of reach.

Some effort has been put into improving selections in dense and
partially-occluded environments, with prominent examples being
Expand [9] and SQUAD [27]. Recently Yu et al. compared multiple
selection techniques and found that for rapid selection, grid-based
techniques are preferable [48]. They found that participants per-
formed best with LassoGrid+, where a user can outline an area and
all objects within the outlined area will be organized into a grid,
from which selection is done with ray casting. This works well in
cases where a target is unique. However, in cases where multiple
occluded objects look exactly like the target, the user has no way to
tell the difference between them. In these situations, techniques that
disocclude objects while preserving the spatial relationships between
them are required. GravityZone+ [48] is designed to achieve just
that and was only a little slower than LassoGrid+ in an experiment
that favored more direct techniques (with a unique-looking target).
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Figure 1: Selection techniques used in our user study: (a) Cylinder-
PIM, (b) DiscPIM, (c) GravityZone+, (d) ConeExpand.

Our goal is to improve the speed and accuracy of selecting oc-
cluded targets in VR. Based on the summarized recommendations,
we designed two novel selection techniques which maintain the ob-
ject location information (DiscPIM and CylinderPIM). Preserving
spatial relationships between the original objects helps remove am-
biguity (disambiguate) when multiple objects that look the same
are present in the environment. Objects which collide with a cone-
shaped highlighter are displayed within a flat mini-map in the case
of the DiscPIM, and within a cylinder mini-map in the case of the
CylinderPIM. The abbreviation ”PIM” stands for Projective Inter-
active Map. The locations of the objects within the mini-maps are
updated in real-time using projections of their original positions into
the coordinate system of the hand that holds the highlighter. When
users grab the mini-map representations of the objects, they pick up
the original object from the scene.

We conducted a within-subject user study with 24 participants,
where we used a version of the Search and Repeat task [33, 48] and
we varied object density (number of selectables in a fixed-size room)
and selection techniques. We implemented ConeExpand, a version
of Expand [9] (similar to FlowerCone in [48]) to compare to our
techniques. We did not implement LassoGrid+ because it allows
for a user-defined highlighted area, which went against our study
design parameters where we kept the size of the selection volume
fixed. We also implemented GravityZone+ [48] as a baseline for



techniques which preserve the spatial relationships between objects.
We show that in a test scenario where all targets are fully-occluded,
our techniques perform on par with ConeExpand, and outperforms
GravityZone+. Further, we highlight practical applications of our
techniques and provide implementation suggestions to practitioners.

2 RELATED WORK

In this section, we first summarize research related to traditional
target selection techniques in VR (Section 2.1). We then present
prior work regarding the selection (Section 2.2) and visualization
(Section 2.3) of occluded objects in VR. Lastly, we cover the lit-
erature on the design of experiments (selection tasks) and success
metrics in them (Section 2.4).

2.1 Traditional Object Selection Techniques in VR

Object selection is one of the most common and frequent interac-
tions in Virtual Environments (VEs) and many researchers have led
investigations to develop fast and accurate selection techniques. Tra-
ditionally, as described by LaViola et al. [28], object selection at a
distance is done with a ray that acts as a laser pointer: the first object
intersecting with the ray is selected. Liang et al. suggested the use of
a cone instead of a ray [29], and Forsberg et al. introduced Aperture,
which let the user resize the selection volume with the rotation of
the hand [23]. Since then we’ve seen multiple selection methods
where collision volume suggests a list of candidate selections, and a
heuristic is used to pick a single object as the intended target.

To help with selection in dynamic environments, Intenselect [15]
calculates the distances between the cursor and each object over
a sequence of frames, then uses these distances as scores for de-
termining which object the user intended to select. Sticky-Ray is
another selection metaphor that bends the selection ray toward the
object closest to the cursor center [40]. Several techniques for target
acquisition using ray and cone-based approaches were presented and
summarized by Argelaguet et al. [1].

Direct manipulation is another interaction paradigm that can be
applied to object selection. It relies on the virtual representation
of the input device colliding with the selectable virtual objects [5].
When objects are within the distance reachable by a hand, the resiz-
able Bubble cursor [25] offers reliable performance. Poupyrev et al.
presented Go-Go [35], a technique that allows selecting objects at a
distance by non-linearly scaling the distance outside of a fixed range
of the hand position from the head. When the selectable objects
are fully visible, all these techniques work well. However several
modifications are required when the environment partially or fully
occludes the targets.

2.2 Occluded Object Selection Techniques in VR

One simple way to combat occlusion is to change the point of
view from which an area is observed. Mendes et al. presented
PRECIOUS [31], which temporarily teleports the user closer to the
target. Other techniques such as BalloonProbe [20, 21] by Elmqvist
et al. tackles selection in dense and occluded VEs by temporarily
moving occluding objects away from the 3D cursor. Selection by
progressive refinement was also introduced as an alternative method
to solve the occlusion problem, such that a group of objects is
selected from the environment, then a sequence of refining steps is
taken to isolate the target from the rest of the group [27]. Kopper
et al. presented an acquisition technique, called SQUAD, that uses
this concept. Sphere casting gathers a group of selectable objects
into four quadrants, and pointing to one of them activates the next
refining step that is repeated until only a single selectable object
remains [27].

Another approach to assist with occluded object selection is
through providing additional location and target characteristic aware-
ness. Yu et al. created 3DWedge+, a visualization technique that

directs the user to the locations of possible targets [47]. Montano-
Murillo et al. presented a selection technique called Slicing-
Volume [32], which provides a 3D volume visualization of the targets
mid-air, enabling the users to inspect objects and determine target
points for selection later on. Moreover, Wang et al. suggested
an assistive visualization approach that maximizes the projection
footprint of objects at the centre of the image while maintaining
the local spatial relationships, which they named disocclusion head-
light [44]. Chen et al. presented a global filtering selection technique
for occluded virtual environments that incorporates a mechanic that
consists of dynamic pointing. This technique is referred to as Solar-
Casting, which uses a scalable semi-transparent sphere for object
manipulation and then filtering for occlusion handling [11].

In an evaluation of seven VR selection techniques for fully-
occluded targets, Yu et al. found that LassoGrid+, a technique
where a participant can highlight an area of objects to be organized
into a grid, results in the fastest selections and lowest error rate [48].
They found that occlusion layers, target depth, object densities along
with the perception of target location impact user performance with
VR object selection techniques. They also found that among the
techniques which preserve the relative positions of the selectable
objects, GravityZone+ was fastest and most accurate and was only
a little slower than LassoGrid+ (approx. 4.6 seconds VS. approx.
3.7 seconds). This technique works by bringing all objects in the
environment closer to and farther from the user by tilting a thumb-
stick on a controller, and once objects are within a certain distance
away from the user, they become transparent. From there, selection
is done with ray casting.

Eye tracking can also be used for object selection [17]. Wang
et al. designed a selection technique that relies on eye tracking
(EyeSQUAD) [45]. This technique uses selection with progressive
refinement, improving selection accuracy and precision. Other tech-
niques rely on the use of virtual hands and controllers to select
targets at different levels of occlusion. For example, Schjerlund et
al. suggested Ninja Hands, a selection technique for 3D virtual envi-
ronments that consists of mapping the movement of a single hand to
many hands, which minimizes the distance to the targets [37].

Our novel object selection techniques, DiscPIM, and Cylinder-
PIM are unique because they combine elements from multiple exist-
ing selection techniques. A cone volume for highlighting an area of
interest, a mini-map similar to world-in-miniature, and direct grab-
bing which replaces the grabbed minimized object with the original
one from the virtual environment. These elements combined with a
dynamic update of the mini-map give the user a real-time view of all
objects within the highlighted area while still allowing for accurate
selections.

2.3 Occlusion Visualization for 3D Environments

Elmqvist et al. studied visualization techniques for environments
with occlusion and identified multiple disocclusion design patterns,
three of which are highly relevant to our work: Interactive Exploder,
Virtual X-Ray, and Multiple Viewports [19].

The Interactive Exploder is an interaction paradigm that handles
occlusion through selecting an area and subsequently displacing
objects in that area to be easily selectable. This results in some
loss of environment context, as the spatial relationships (relative
positions and rotations of objects to one another) in the exploded
view are not preserved. Some of the approaches that follow this
design pattern include: deformation-based volume explosion [30],
3D explosion probe [38], Expand [9], and SQUAD [27]. Some
of the techniques followed the same design strategy and added
modifications via applying changes to the target object by scaling,
distorting, and translating [3, 6, 7, 12, 14, 18, 21, 36].

The Virtual X-Ray approaches use fragment shaders to handle
automatically detected occlusion in the environment. Virtual objects
that occlude other objects can be set to invisible or semi-transparent



to allow more perspective and awareness of the occluded targets
and environment. Examples of this design pattern include [2, 13,
16, 26, 42]. However, when multiple occluding surfaces and layers
are present, this technique leads to misjudgments of the location of
objects and their distance from the observer’s view, therefore more
investigation of their efficacy is necessary.

The Multiple Viewports design pattern displays the environment
from multiple angles by adding one or more new views on the envi-
ronment. This brings a more detailed perspective on the environment
and is often achieved through embedding additional cameras without
making any changes to the viewed images through them. Examples
of this design pattern include worldlets [22], bird’s eye views [24],
Tumbler [36], worlds-in-miniature [41] and 3D Mini-map [47]. A
notable implementation by Wang et al. [44] merges multiple view-
ports into a single image using graph camera [34] to maximize the
selectable area of objects in the user’s field of view. While accom-
plishing the posed task of reducing occlusion, the disadvantage of
their technique is that the output image is deformed.

2.4 Design of Selection Evaluation Tasks
Since no technique is best across all environments, adequate eval-
uation of new, and comparison to existing selection techniques is
required. Bergström et al. reviewed 20 years of VR studies with
the aim of building a design framework and a checklist for future
work, through evaluating the best practices across those years, sug-
gesting recommendations based on the findings, and highlighting
challenges that remain [4]. Their review focused on the evaluation
of interactions in VEs through the organization of evaluation tasks
and the design of the targets. Furthermore, Yu et al. proposed an
evaluation framework specifically for VEs with occlusion, which
works well for both distance tasks and direction tasks [47]. They also
recommended using more visual cues in tasks with a large number of
targets present, and using lines or highlighting of the VE orientation
to improve accurate sensing of orientation and direction.

Recent work by Yu et al. compared seven selection techniques
for environments and used a Search and Repeat task, inspired by
search+homing that was introduced by Petford et al. [33]. This task
relies on memory recall of the most recent location of the object.
Each repeated trial consists of two stages: in the first stage (Search)
the participant searches for an occluded target in a search area, and
in the second stage (Repeat) the target is located in the same area for
the participant to select the same target again. This study design is
more ecologically-valid since it provides the user with information
about the target location without explicitly highlighting that object,
and as a result, the repeat stage task completion time represents the
case when a user has some prior knowledge about the target location,
even though the target is occluded.

3 SELECTION TECHNIQUES

Our selection techniques work with VR controllers, and they use
a two-step selection process: highlight and grab. A cone-shaped
highlighted volume is activated when the trigger button on the left
VR controller is held down. This presents the user with a mini-map
containing a real-time three-dimensional scaled-down rendering
of the highlighted objects while preserving their relative positions.
Subsequently, the right controller allows for the selection of the
desired object by hovering over the objects directly in the mini-
map. Next, the selected target object can be grabbed by pressing the
secondary trigger (grab trigger) on the right controller. Finally, after
the object is selected and grabbed, it disappears from the mini-map,
and its original version is picked up instead. When the highlighter
cone is moved across the environment, the positions and orientations
of the highlighted objects are projected onto the mini-map coordinate
space of the hand that holds the controller used for selection. The
minimum and maximum positions local to the controller are then
used to “stretch” the positions and fit the entire highlighted space in

the bounds of the mini-map, using

P⃗ =
O⃗

max(O⃗)−min(O⃗)
(1)

where O⃗ is the list of original object positions, max() and min() are
functions that return the largest and the smallest positions from the
input lists of positions (bounding box), and P⃗ is the output list of the
resulting local positions of each object within the mini-map. This
equation is utilized to calculate the new position of the highlighted
objects during every frame for as long as the trigger button on the
left controller is held down, resulting in O(h) run-time, where h
represents the number of highlighted objects. As a result, even if
only a few objects are within the highlighted cone, and are close to
the center, their projection on the mini-map will be evenly spaced-out
in comparison to their actual positions in the original environment.
Based on this central implementation, we developed two versions of
the technique to deal with occlusion: DiscPIM and CylinderPIM.

3.1 DiscPIM

Figure 2: DiscPIM: A flat disc that follows the left controller displays
dynamically updated minimized versions of the objects inside the
selection cone while preserving the relative positions of selectable
objects (without depth). The right controller is used to grab the
objects directly from the interactive minimap. Objects that the right
controller hovers over are expanded onto the circumference of the
minimap, from where they can be selected directly.

DiscPIM discards the relative depths of the object copies and
renders the minimized version of objects 0.07m in diameter on a flat
disc with diameter of 0.4m. To deal with occlusion, it was designed
such that when multiple objects within the mini-map overlap with
the grabbing hand, the participant can opt to “freeze” the overlapping
objects in slots on the circumference of the mini-map. Freezing is
enabled with the trigger button on the right-hand controller while
hovering over the objects in the “mini-map”. The objects displayed
on the circumference of the mini-map can be grabbed by using the
secondary trigger button of the right controller. Figure 2 shows the
DiscPIM as multiple objects in the environment are highlighted with
a cone, and multiple objects within a minimized representation that
are highlighted with a controller are occupying the circumference of
the mini-map. The selection cone dimensions that we used in our
user study is 1.5m in diameter and 20m in height.

This implementation was designed to compete with ConeExpand,
as it also represents minimized 3D shapes of highlighted objects on a
flat surface. The difference is that our mini-map preserves the X and
Y relative positions between the objects, but does not automatically



space out the objects into a grid-like ConeExpand does. DiscPIM,
unlike ConeExpand, is bimanual, meaning it requires both hands to
select objects.

3.2 CylinderPIM
CylinderPIM deals with occlusion by preserving the relative depth
of the minimized objects 0.07m in diameter and spacing them out
within a three-dimensional cylinder 0.48m in diameter and 0.48m
in height. The spacing-out of objects with respect to each other is
the same inside the cylinder as it is in the environment. The left
trigger is used to activate the highlighter cone and the hovered-over
objects by the cone are displayed dynamically in the 3D cylinder.
To acquire objects from inside the cylinder, the user hovers with a
controller over a minimized representation of a target and presses
the secondary trigger to select it.

Figure 3: CylinderPIM: A cylinder that follows the left controller
displays dynamically updated minimized versions of the objects
inside the selection cone while preserving the relative positions of
selectable objects. The right controller is used to grab the objects
directly from the mini-map.

Completely preserving local spatial relationships between se-
lectable objects allows this implementation to compete with Grav-
ityZone+. While the paradigms of the selections are different, our
technique relied on grabbing from a mini-map, and GravityZone+
relied on moving the original objects and selecting with a raycast.
Both techniques can be used in scenarios where local positions of ob-
jects provide information crucial to selecting targets. CylinderPIM,
unlike GravityZone+, requires the use of both hands to perform the
selection. To keep the variations between techniques at a minimum,
we used the same selection cone dimensions for this technique as
for the DiscPIM: 1.5m in diameter and 20m in height.

3.3 GravityZone+
GravityZone+ [48] operates by translating all selectable objects in
the environment closer or farther away from the user, such that dur-
ing translation, the position and the perceived size of the objects are
modified. However, the relative position of the objects is not altered
in the environment. The user controls this translation by tilting
the joystick on the controller, with the translation speed computed
from the joystick tilt and acceleration values. Tilting the joystick
forward pushes the objects away while tilting it back brings them
closer. During pilot testing we set the parameters that allowed users
to select the objects both quickly and comfortably. When the objects
are closer than a threshold distance of 1.5m away from the user, they
become fully transparent to allow the selection of objects behind
them. Selection happens with ray casting by pressing the trigger
button. This technique is uni-manual; it requires one hand to operate.

The original implementation [48] states that the object speed
linearly corresponded to the joystick tilt with the maximum value

Figure 4: GravityZone+: The original positions of objects (top
image) are translated towards and away from the user by tilting a
joystick on a controller, with objects that are closer than a threshold
distance becoming transparent. Middle image displays the translated
objects after half of them became transparent due to crossing the
threshold distance, bottom image displays objects translated even
closer with even more of the objects being transparent. Ray casting
is used for selections.

set to 6m. During pilot testing we found that such settings made it
difficult for participants to make fine adjustments, so we tuned the
parameters and found a speed equation that works well

s′ = s× sign(x)× x2 ×a (2)

where s is the base speed factor that we set to 2.5, sign() is a function
that returns the sign of the input, x is the raw joystick tilt on the
controller’s Y -axis (between -1 and 1), a is the acceleration factor,
and s′ is the final speed factor. The acceleration factor is computed
while the joystick is held down, clamped between the values of 1
and 3, and accumulated over a second

a =

{
2t +1 if t ≤ 1
3 if t > 1

(3)

where t is the time in seconds. Figure 5 shows the visual represen-
tation of the object speed equation. In basic terms, the more the
joystick is tilted and the longer the time it is tilted for, the faster the
objects will move. In practice, Unity runs with a variable physics
framerate, so the final speed factor s′ must be multiplied by the time
duration of the previous frame (Time. f ixedUnscaledDeltaTime in
Unity, denoted here as ∆T ) to make the objects’ speed framerate-
independent. Thus outputs of Equation 2 and the following Equation

d = s′×∆T (4)

are used every physics update frame to compute the distance by
which each object is translated in the direction of the player.

3.4 ConeExpand
ConeExpand is a two-step selection technique closely resembling
Expand [9] and FlowerCone [48]. Initially, the participant uses a
cone to highlight the area where the target is suspected to be. On
controller trigger press, duplicates (reduced to 0.12m in diameter)
of the original objects in the highlighted area appear on a grid that
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Figure 5: The object speed curve for GravityZone+ based on the
raw joystick input and the duration of current tilt. X-axis is the input,
Y -axis is the output. The blue line shows the object speed at the
first frame of the joystick tilt, and the green line shows the object
speed after joystick has been held for 1 second and on. Black dotted
lines connect the speeds that would happen at a specific timestamp
at variable joystick tilt amounts.

is 1.7m away from the user and the area selection cone is replaced
with a ray. The user then can use ray casting by aiming at an object
in a grid to perform selection. The grid display always faces the
user, and the user has an option to discard the grid by pressing the
secondary trigger button. In this case, the ray will be replaced by a
cone once again and a user can start selecting an area to highlight
again. Discarding the current grid is useful when a participant is
scanning an area while searching for a target, or when a user does
not want to perform a selection. This technique is unimanual. Just
like in the other two techniques under evaluation in our user study,
the selection cone diameter was set to 1.5m and the height to 20m,
and the rest of the parameters were set based on the preferences
obtained through pilot studies.

4 EXPERIMENT FRAMEWORK

4.1 Hypotheses
We are interested in testing the usability of our new techniques in
environments with high object density and occlusion. Our study
employed a 4 by 3 within-subject design with 2 factors: TECHNIQUE
(DiscPIM, CylinderPIM, ConeExpand, GravityZone+) and DEN-
SITY (Low, Medium, High). From Low to High DENSITY levels,
the numbers of objects were 128, 256, and 512 respectively. For
investigating into the selection time, we have 3 hypotheses with
parts namely, (a) in the Search task and (b) in the Repeat task. Hy-
potheses H1s and H1r are based on the assumption that the dynamic
nature of DiscPIM, as compared to ConeExpand, saves time during
selection. The user simply holds the trigger button and scans the
search area to locate the target. When using GravityZone+, which
relies on a joystick to control the translation of objects, the user must
wait for an object to become visible and reachable; the user might
need to push back and forward the objects several times to spot the
target. CylinderPIM, on the other hand, is dynamic and does not
rely on controller gain to map joystick input to object translation, so
our hypotheses H2s and H2r are that CylinderPIM will outperform

Figure 6: ConeExpand: In a two-step process, a user first highlights
an area from which selection will be performed, and when the
highlighted objects are organized into a grid the user can use ray
casing to select an object from inside the grid. To discard the current
grid, the user presses the secondary trigger button.

GravityZone+ in selection speed. Lastly, since we designed both
of our new techniques to be dynamic and to display all highlighted
objects in an accessible way, hypotheses H3s1, H3s2, H3r1, H3r2
are about the DENSITY level variable having no effect on selection
speed with DiscPIM and CylinderPIM.

• H1s: DiscPIM will be faster than ConeExpand in Search.
• H1r: DiscPIM will be faster than ConeExpand in Repeat.
• H2s: CylinderPIM will be faster than GravityZone+ in Search.
• H2r: CylinderPIM will be faster than GravityZone+ in Repeat.
• H3s1: There will be no difference in user performance with

DiscPIM in Search between different DENSITY levels.
• H3r1: There will be no difference in user performance with

DiscPIM in Repeat between different DENSITY levels.
• H3s2: There will be no difference in user performance with

CylinderPIM in Search between different DENSITY levels.
• H3r2: There will be no difference in user performance with

CylinderPIM in Repeat between different DENSITY levels.

4.2 Environment
We used static objects in our environment which resembles environ-
ments used in experiments that tested occlusion and density [8, 48].
Participants started from a podium and directly faced the selectable
objects. To combat differences in participant height, which has an
effect on observed occlusion, we fixed the participant height within
the environment. Dimensions of the environment were 20 meters in
depth, 10 meters in width, and 5 meters in height, although partici-
pants could not judge this as the color of the walls were monotone
black. A trial start button was placed in front of the podium in
the same direction as the selectable objects. This button required
participants to point to it with rays on both controllers and to click
the trigger buttons on both controllers at the same time. During the
actual selection process, DiscPIM and CylinderPIM required both
hands, and GravityZone+ and ConeExpand required only one hand.
To have all selectable objects within their view, participants did not
have to rotate their heads by more than a few degrees.

Spheres are most commonly used as the targets and distractors
(selectable non-target objects) in object selection studies [4, 39, 43,
45, 48]. We ran several pilot studies, where we tested different sizes
and colors of the targets and distractors, and found that a sphere
radius of 0.1 meters was a good balance between complexity and
applicability to real environments. Distractor selectable objects were
uniformly spread out within the environment and we used easily-
distinguishable colors for them. During a trial, there was a single
target object uniquely colored magenta. We opted to differentiate



(a) (b) (c)

Figure 7: Participant perspective of the user study environment with three DENSITY levels: (a) Low-128 spheres, (b) Medium-256 spheres, (c)
High-512 spheres.

the target from the rest of the spheres to reduce the visual search
time and focus more on the selection part for our current experiment.
We explored the current evaluation scenario in-depth, and we are
planning a follow-up experiment where we evaluate our selection
techniques compared to others from the literature in environments
where distractors will be similar to the targets. In addition, loca-
tions in which the target could appear during a trial were uniformly
spread out throughout the environment. We deliberately selected 30
locations for them in such a way that the target is always occluded
by at least one distractor, and during an experiment, these locations
were randomized without repetitions within each condition. For both
search and repeat stages of each trial, a search area where a magenta
target was hidden was highlighted in yellow (see Figure 8).

We implemented our user study in Unity 2020.3.29 and ran all
data collection with an Oculus Quest 2 VR HMD 1 on a Windows
11 computer equipped with an Intel Core i5-11400H and RTX3060
GPU. A stable framerate of 90 frames per second was achieved
during the runtime of application.

(a) (b)

Figure 8: Participant perspective of the user study scene with the
DiscPIM object selection technique that helps visualize the objects
within a highlighted area in: (a) search task active, (b) repeat task
active. The object colored in magenta in the mini-map is the target
which is occluded by distractor objects.

4.3 Dependent Variables
Most commonly used metrics in object selection studies are average
trial task completion time and accuracy [9, 10, 23, 48]. Task comple-
tion time is measured per trial, tracking the time from the moment a
target is available, until the moment an object was selected. Trials in
which the selected object is incorrect are excluded from the average
completion time calculations. Accuracy per trial is usually binary
- selection is considered either correct or incorrect. Alternatively,
when a selected object was not correct, the trial can continue until

1https://www.meta.com/quest/products/quest-2/

the participant picks up the intended target object. In such a case,
all trials will be successful and the most important metric becomes
the target acquisition time. In our research, we are interested in
this metric, so we record each trial’s completion time and compute
averages per condition.

4.4 Procedure

Upon arrival, prospective participants were asked to review and sign
an informed consent document. After collecting participant demo-
graphics (i.e. age and gender), we introduced the participants to the
Oculus Quest 2 VR HMD system they would be using throughout the
study. We instructed the participants on how to adjust the headstrap
and lenses to be comfortably worn and how to use the controllers to
perform the required VR selection interactions. We then provided
the participants with screenshots and a verbal overview of the study
and what the in-VR selection tasks would involve. This included
explaining that selection trials will be administered in sequences of
search and repeat tasks, where the location of a search area and the
target location during the repeat task will be the same as during the
search stage that occurred right before.

After that a researcher performed the technique and task com-
pletion live and the participant was able to view the researcher’s
point of view of the environment and the technique on an external
monitor. The researcher provided a verbal explanation while per-
forming the technique live and the participants were allowed to ask
questions about using the technique. Once all their questions were
answered, the participants were allowed to practice the search and
repeat tasks in the medium density environment (256 spheres) until
they felt comfortable with the technique (usually around 1 and a half
minutes). At that time the participants told the researcher that they
have had enough practice and are ready to start the data collection.
During pilot studies we found that the live demonstration, answering
participants’ questions, and a practice session for each selection
technique were sufficient to give each technique a fair chance at
performing well.

After the familiarization stage, participants used a technique in
three density levels administered in random order. For each density
level, five trials of the search and repeat tasks were performed with
a unique occluded target location for each search and repeat task
pair. During these trials, participants first searched for an occluded
target of magenta color within an area marked with a yellow circle
(search task), and after successfully selecting the found target, they
repeated the same selection, this time with the awareness of the
target location in the environment. After successfully completing
both the search and repeat tasks, a new target location and search area
were set for the next trial. After the in-VR tasks for each selection
technique, participants were administered a SUS and NASA-TLX
surveys. After a short break, participants were required to complete
the same steps for the remaining selection techniques, a total of 4
times (the order of techniques was counterbalanced in order to avoid
learning effects). The study took approximately 50 minutes, and
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Figure 9: Average trial time in seconds for each TECHNIQUE across
search and repeat trial types. Confidence intervals are 95%.

participants were compensated $10 USD in cash for their time.

4.5 Participants
For our study, we recruited participants from the University of Cen-
tral Florida. Participants were required to be 18 years of age or
older, have normal or corrected-to-normal vision and normal hear-
ing, with ability to walk, extend both arms, use both hands, and
speak and understand English. Participants were also required to
have no known visual, auditory, neuropathic, or physical disabilities.
Our final participant pool consisted of 24 people (16 male, 7 female,
1 genderfluid) of ages ranging from 18 to 35, with a mean age of
23.6 years old.

5 RESULTS

To analyze the task completion time, we first discarded outliers
(35 trials, 1.22%), the trials where selection time was above four
standard deviations from the mean (> µ +4σ ) per condition. Such
results occur due to participants’ distraction during the experiment
and they might skew results. We decided not to discard trials that
took more than one attempt to complete. The selection time data
was not normally distributed (based on Shapiro-Wilks test), so it
underwent processing with ART [46] before two-way RM-ANOVA
was applied. Search and repeat trial times were analyzed sepa-
rately. For pairwise comparisons we applied ART-C [46], and ran
Bonferroni-adjusted pairwise comparisons using t-tests.

Figure 9 displays the overall results for search and repeat tasks
across all levels of DENSITY averaged. In search, mean trial
time is 6.02 seconds for DiscPIM, 7.23 seconds for CylinderPIM,
7.52 seconds for ConeExpand, and 8.73 seconds for GravityZone+.
The effect of TECHNIQUE on search completion time was signif-
icant (F2.206,50.727 = 9.714, p < .001), and the effect of DENSITY
on search completion time was also significant (F2,46 = 17.454,
p < .001). For search trial time over techniques, we found signifi-
cant differences between GravityZone+ and DiscPIM (t23 =−8.27,
p < 0.001), GravityZone+ and CylinderPIM (t23 = −3.40, p <
0.05), as well as DiscPIM and CylinderPIM (t23 =−3.13, p< 0.05).
The difference between GravityZone+ and ConeExpand was not
significant (t23 = −2.44, p = 0.136), between CylinderPIM and
ConeExpand was not significant (t23 = 0.0586, p = 1.0), and be-
tween DiscPIM and ConeExpand was not significant (t23 =−2.05,
p = 0.31). Search trial time was significantly different between
High and Low (t23 = 5.48, p < .001) DENSITY levels, also High
and Medium (t46 = 4.15, p = 0.001), however Low and Medium
levels were not significantly different (t23 =−1.83, p = 0.24). The
interaction effect of TECHNIQUE×DENSITY was not significant
(F6,138 = 1.123, p = 0.352).

As for the repeat time, the effect of TECHNIQUE was significant
(F3,69 = 18.229, p < .001), and the effect of DENSITY was also sig-
nificant (F2,46 = 28.804, p < .001). On average, repeat trials took
4.46 seconds with DiscPIM, 4.49 seconds with CylinderPIM, 4.06
seconds with ConeExpand, and 6.62 seconds with GravityZone+.
For repeat trial time over techniques, we found significant differ-
ences between GravityZone+ and DiscPIM (t23 = 6.97, p < .001),
between GravityZone+ and CylinderPIM (t23 = 6.83, p < .001),
and between GravityZone+ and ConeExpand (t23 = 6.30, p < .001).
The rest of the differences between individual techniques for repeat
trials were not significant: (t23 = 0.215, p = 1.0) for DiscPIM and
CylinderPIM, (t23 = 1.579, p = 0.78) for DiscPIM and ConeEx-
pand, (t23 = 1.47, p = 0.936) for CylinderPIM and ConeExpand.
For DENSITY levels, Medium and High were significantly differ-
ent (t23 = 6.01, p < 0.001), as well as Low and High (t23 = 9.72,
p < 0.001). There was no significant difference between Low and
Medium densities (t23 =−2.26, p = 0.1). There was also a signifi-
cant interaction effect of TECHNIQUE×DENSITY variables on the
trial time over repeat task trials (F6,138 = 2.358, p < 0.05).

Performance with each selection TECHNIQUE across all DEN-
SITY levels separately is highlighted in Figure 10. To test H3, we
ran pairwise tests on the search and repeat trials for DiscPIM and
CylinderPIM on different DENSITY levels. For search trials, we
found significant difference between high and low DENSITY levels
(t23 = 3.568, p < 0.01) when DiscPIM was used, as well as high
and low DENSITY levels (t23 = 2.801, p < 0.05) when CylinderPIM
was used. For repeat trials, there was no significant difference be-
tween any of the DENSITY levels for DiscPIM or CylinderPIM. On
average, participants performed the fifth trial faster than the first for
search (t23 = 4.868, p < 0.001) and repeat (t23 = 3.78, p < 0.001).
However, we protected against order effects by counterbalancing the
TECHNIQUE order and the order of DENSITY levels.

6 DISCUSSION

The user study results indicate that our novel techniques DiscPIM
and CylinderPIM perform well when compared to the benchmark
selection techniques. However, we did not find a significant differ-
ence in user performance with DiscPIM and ConeExpand in neither
Search nor Repeat tasks and thus we could not prove hypotheses
H1s and H1r. We accept H2s and H2r because mean search times
were lower for CylinderPIM than for GravityZone+ for search and
repeat tasks. Futher, for search tasks, DENSITY had an effect on
user performance with DiscPIM and CylinderPIM in our study, thus
we reject H3s1 and H3s2 based on our results. However, we did not
find a significant effect of DENSITY level on user performance with
the same techniques during repeat trials in our task, so we could not
reject H3r1 and H3r2. DiscPIM performing similarly to ConeEx-
pand and CylinderPIM outperforming GravityZone+ illustrate that
practitioners can use either a flat or a 3D version of a mini-map that
preserve the spatial relationships between objects without sacrific-
ing object selection speed when compared to alternative techniques.
However, it would be interesting to investigate if this holds true for
other kinds of tasks where identifying, locating or viewing distant
objects in cluttered environments is the primary goal.

We believe that such results are observed because the mini-map-
based techniques preserve the spatial relationships between the ob-
jects in the environment, and given that they require more steps
to select the target objects, a question arises of whether users feel
more strain when using them as compared to alternatives. Figure 11
shows the SUS and TLX scores for all techniques. We ran a Fried-
man non-parametric test on the TLX and SUS Questionnaires data
and found that SUS results were relatively high and did not show any
significant differences for TECHNIQUE (χ2(3) = 4.686, p = 0.196).
As for NASA TLX data, we found that only effort scores were sig-
nificant (χ2(3) = 9.132, p < 0.05). Wilcoxon Signed-Ranks Tests
showed that GravityZone+ required more effort than other tech-
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Figure 10: Average trial time in seconds for each selection TECHNIQUE across search and repeat tasks over the three DENSITY levels separately.
Confidence intervals are 95%.

niques: GravityZone+ and CylinderPIM (Z = −2.104, p < 0.05),
GravityZone+ and DiscPIM (Z =−2.114, p < 0.05), GravityZone+
and ConeExpand (Z =−2.386, p < 0.05). These TLX effort results
show that our techniques do not require more workload than the
alternatives, despite requiring two hands and multiple steps to use.

6.1 Possible Modifications and Application Scenarios

DiscPIM and CylinderPIM can be modified and adapted to more
environments. For example, in our scenarios, 8 slots for the circum-
ference of the DiscPIM were enough to select the targets reliably,
however, if more slots are required, it can be done with a trivial
modification. Further, we did not experiment with adding a circum-
ference display with slots to the CylinderPIM, which may be helpful
in situations where multiple selectable objects overlap in the virtual
environments, such as in scene editor applications. Using ray casting
to select the items from DiscPIM is another possible modification if
grabbing is not preferred.

Since our mini-map implementations follow the left controller
around, this also allows contextual information to be brought from
one place in an environment to another, or for use as an inventory
system, for example in video games. Akin to taking a picture, our
techniques capture the state of the objects at the last frame when the
left trigger button was pressed, and this local representation is frozen
until the trigger button is pressed again. This may potentially be
used as a way to reduce memory load, though further investigation
is required. In addition, both of our mini-map implementations do
not fully hide what is behind them, as they are easily move-able
whereas ConeExpand either creates a stationary grid that hides [9]
or flushes [48] what is behind it. In comparison to GravityZone+,
which modifies the original environment to make the occluded ob-
jects accessible, our mini-maps keep the environment’s state intact
until a selection is made. Figure 12 shows an application where a
user is editing a scene with a CylinderPIM. This technique could also
be extended to enable the insertion of objects into the environment,
allowing for additional object manipulation.

Due to the ability to retain relative distances between objects in
the environment, our novel techniques offer ways to visualize dif-
ferent kinds of data. For example, in medical simulations, anatomy
students could use the mini-map-based techniques to visualize hu-
man body organs and their positions inside the body. Or in chemical
visualization where areas of molecular structures can be better in-
vestigated with the relative distances between them preserved. Civil
Engineers and firefighters could use our techniques to visualize city
infrastructure to aid with decision making and construction.

6.2 Limitations and Future Work
We have shown that our novel techniques work well in highly oc-
cluded and dense environments, however, more evaluations can be
done to test our techniques across more environments and applica-
tions. In future work we plan to compare DiscPIM and CylinderPIM
to more alternative techniques that are designed for occlusion, such
as LassoGrid+ and AlphaCursor [48]. We also plan to include dif-
ferent kinds of shapes, and multiple kinds of occlusion, such as with
different object sizes, and to place the participant at the center of
such an environment instead of in front of it. These steps will bring
more ecological validity to an experiment.

The search and repeat [33, 48] study design is an improvement
over a simple task where a unique visible object is selected, however,
an even better design can be implemented. When multiple occluded
objects in a real environment look the same, accurate selection is
more challenging and selection techniques that preserve the spatial
relationships have a better chance to succeed. A realistic task that
would test the limits of selection techniques would include selecting
among objects that look the same, for example in an editor-like-
scene where a user would have to select parts of a building structure.
Our CylinderPIM can be adapted for such a use case, by enabling
the adjustment of the highlighting cone size, and we plan to continue
experimenting with our new techniques to test them in such scenar-
ios. Thus, our next experiment will consist of an evaluation of our
novel selection techniques compared to others from the literature
in environment settings where the target will not be different from
other distractors in the scene.

During the practice portion of study we relied on the participant’s
verbal feedback for determining their readiness, and on average
participants spent around a minute and a half practicing. This is
in-line with other selection studies where participants practiced for
90 seconds [27], until they were ready [9], or were familiar with
the technique [48]. Despite the steps that we took to prepare the
participants for completing the trials with each of the techniques,
on average participants finished the trials faster as they progressed
in the study. This is likely due to participants overestimating their
readiness level, and since all of the techniques required multiple
steps and controller/joystick manipulations for selecting the targets,
some room for improvement remained as the study advanced. With
each technique, over time participants figured out how to search the
target occurrence area more effectively. In future work, we plan to
extend the practice session to at least 3 or 4 minutes per technique
and we recommend other researchers who study selection techniques
for occluded environments to do the same.

Another challenge and a limitation of any research that compares
selection techniques comes from the need to set the parameters for
each individual technique to make a fair comparison. A distinction
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Figure 11: System Usability Scores (left), NASA TLX scores (right). Bars indicate 95% confidence intervals.

Figure 12: A user with a CylinderPIM selecting parts of a structure
in a VR editor application.

of our GravityZone+ implementation compared to its original im-
plementation [48] was the use of a different joystick-tilt-to-speed
curve (see Section 3.3). While we found the parameters that worked
best for our task and pool of pilot participants, the ideal values are
task-dependent and will change with the difference in levels of user
experiences with joystick interfaces. The three remaining techniques
all relied on a cone for highlighting, so to make their performance
results comparable, we set their cones to exactly the same size that
the pilot study participants found comfortable. A different selec-
tion task would require modifying the highlighting cone size, which
could lead to different performance results.

6.3 Recommendations

Based on the design of our techniques and the evaluative scenarios
we used, we can distill a set of design recommendations for the
creation of selection techniques in 3D VEs characterized by different
levels of occlusion and density of objects.

• When maintaining the spatial relationships between objects is
important, we recommend using DiscPIM and CylinderPIM,
with 3DMimiMap being preferred in visualization tasks, as it
provides more spatial information.

• To provide high selection accuracy and speed with a single
unique target available, both grid-based techniques such as
LassoGrid+ and ConeExpand, as well as our new interactive
mini-map 2D and 3D techniques are preferred.

• To investigate large areas during selection, we suggest using
CylinderPIM as it displays the whole area that is highlighted
with the cone and preserves all spatial relationships between
objects, including depth. An additional feature of resizing the
selection cone with the controller joystick may improve user
experience.

• If two hands are available during selection in a VR environ-
ment, CylinderPIM or DiscPIM will both provide fast object
selection, however when only one hand is available, either due
to environment requirements or even a physical limitation, use
ConeExpand.

• When the user must be able to directly grab objects in their
range of motion, DiscPIM and CylinderPIM are preferable, as
grabbing using the right hand is their default mode of operation.
Using GravityZone+ in such a scenario would require the user
to disable and enable the technique to deactivate the threshold
that makes selectable objects transparent.

7 CONCLUSION

In this paper, we have presented the implementation and evalua-
tion study of two novel object selection techniques (DiscPIM and
CylinderPIM) that maintain the spatial relationships between the
minimized versions of the original objects. Through a user study we
have shown that our techniques help quickly acquire fully-occluded
objects in dense environments. We have found that our techniques
outperform a previously best-performing technique (GravityZone+)
that also preserves the object’s spatial relationships. Our results
suggest that future research in VR selection techniques should con-
sider highly occluded environments to ensure that frustration-free
selection methods for dense cluttered environments are developed
especially for industrial applications involving remote root cause
identification, maintenance and repairs.
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