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ABSTRACT

Augmented Reality’s (AR) scope and capabilities have grown considerably in the last few years.

AR applications can be run across devices such as phones, wearables, and head-mounted displays

(HMDs). The increasing research and commercial efforts in HMDs capabilities allow end users

to map a 3D environment and interact with virtual objects that can respond to the physical aspects

of the scene. Within this context, AR is an ideal format for in-situ training scenarios. However,

building such AR scenarios requires proficiency in game engine development environments and

programming expertise. These difficulties can make it challenging for domain experts to create

training content in AR.

To combat this problem, this thesis presents strategies and guidelines for building authoring tools

to generate scenario-based training experiences in AR. The authoring tools were built leveraging

concepts from the 3D user interfaces and interaction techniques literature. We found from early

research in the field and our experimentation that scenario and object behavior authoring are sub-

stantial aspects needed to create a training experience by an author. This work also presents a

technique to author object component behaviors with high usability scores, followed by an analy-

sis of the different aspects of authoring object component behaviors across AR, VR, and Desktop.

User studies were run to evaluate authoring strategies, and the results provide insights into future

directions for building AR/VR immersive authoring tools. Finally, we discuss how this knowledge

can influence the development, guidelines, and strategies in the direction of a more compelling set

of tools to author augmented reality SBT experiences.
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CHAPTER 1: INTRODUCTION

For more than three decades, instructional design (ID) has leveraged Virtual Reality (VR) envi-

ronments for training perception and action tasks [154]. But, VR environments are, after all, not

real; real-world cues, egocentric relationships, and tangible interactivity in a training environment

are crucial for enhancing efficacy as users practice tasks as they would in a typical training sce-

nario [6, 50, 61].

For instance, training a novice pilot in a cockpit might require pushing buttons, touching screens

or maneuvering with the flight stick, etc., capabilities that are difficult to simulate in VR. On the

other hand, augmented reality (AR) can fill this gap with regard to the capability of providing,

reinforcing, and manipulating tangible cues and actual controls inside a real cockpit. In alternative

examples, nursing students can practice a variety of medical procedures on the same mannequin

using AR projection technology [122], or technicians can practice maintenance tasks through AR

head-worn displays (HWDs) with the help of a subject-matter expert who could be remotely lo-

cated [39], or sports players can practice game concepts as in [147].

From a learning perspective, intelligent tutoring systems provide a more tailored learning experi-

ence than traditional classrooms or e-learning. In the motherboard assembly domain, Westerfield

et al. in [151] show that an intelligent approach improves test scores by 25% and task performance

by 30% in comparison to a non-adaptive strategy. Design considerations for combining AR with

ITS systems are provided in [48]. The complexity of an ITS is a significant limitation on a possible

tool that can combine both approaches.

This PhD thesis explores strategies for scenario and objects’ behavior authoring to build AR train-

ing experiences. There is a wide variety of ways that AR can be used to enhance training, and these

can be classified according to their spatial mapping and physical space requirements. Figure 1.1
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depicts examples of AR applications classified along possible spatial mapping requirements in the

x-axis and physical space needed in the y-axis. Vital sign monitoring in [83, 124] are examples of

AR applications not requiring any spatial mapping and small physical space as content is displayed

in front of the person’s view based on information analysed and processed from wearable sensors.

SoccerTutor by Vargas et al. in [147] shows an AR training application requiring a big open field

to render graphics and a low understanding of the environment as AR content is over-imposed

on the field. Processar [20], and Motherboard Assembly [151] require higher levels of spatial

mapping with a physical interaction space defined by the bounds of the object. This dissertation

focus on scenarios that fit inside a room, e.g. kitchen, office, etc. Scalar [116] is an example of

augmented content associated with elements inside a room-size environment (see shaded region in

figure below).

Physical Space

Spatial 
Mapping

No spatial mapping 
needed - No 

physical space

Vital sign 
monitoring

SoccerTutor
Open field

Low spatial mapping 
anchor point needed - 
Larger physical space

ScalAR
Kitchen environment

High spatial mapping 3D 
understanding of environment 
- Room size physical space

High spatial mapping pieces 
and positions - Object and 
room size physical space

Processar
Bike Assembly

Motherboard 
Assembly

Object based spatial 
mapping - Object 
physical space

Figure 1.1: Space continuum, light shade highlights area of incidence for this work.

To provide a better user experience for the use cases just given, some examples of research on input

devices that provide unique means of interaction are, e.g. smartphones [62] taking advantage of

the touch capability, gestures for instance, to make annotations [18, 108], using the affordances of

the environment [47] to give input, sketch to generate AR content [41] and even custom interaction
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devices such as in [52].

One of the important elements for AR Training are authoring tools that make it easy to create

training simulations. To build a compelling experience, it is essential to consider an asset’s fidelity

to be as close as possible to the interaction in the real world, and information visualization needs

to be conveniently placed on the space [87] or screen. These concerns inspire us to work towards

creating better immersive interfaces for authoring scenarios and the objects’ behaviors associated

with the training experience. Therefore, we base our work on the concepts defined for scenario

authoring and objects’ behaviors from robotics and virtual environments to create authoring of

such concepts in immersive AR/VR environments. Even when other related issues could be dis-

cussed, we concentrate on proposing immersive 3D UI for authoring. These interfaces are built

upon design principles that allow us to compare our work to the current well-established desktop

interfaces.

This dissertation concentrates on the following topics:

1. Authoring scenario-based training simulations within a room-size context

2. Authoring objects’ behaviors and their components in real and virtual objects

These topics are essential because training scenarios efficiently convey a specific message or idea to

a learner or person of interest. For instance, in [14] Buttussi et al. found that increased knowledge

and self-efficacy are retained for safety training procedures regardless of the display fidelity. AR

provides the capability to enhance a particular location with over-imposed graphics while at the

same time taking advantage of the cues provided by the environment as can be seen in [147]. To

achieve these outcomes, tools to author scenarios and objects’ behaviors are required to be easier

to use for domain experts.
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1.1 Motivation

The work presented in this document is motivated by the constructivist principles of situated learn-

ing [60]. The initial work in [147], served as an exploration of an in-situ learning experience in AR

(see Figure 1.2). It showed the learning benefits presented in an immersive environment instead

of a traditional Desktop interface. Extending this concept to situated authoring, content creators

can benefit from the affordances given by the real physical environment to create more compelling

content, as demonstrated by Lane et al. [17]. The fundamental authoring aspects of such training

experience involve scenarios and objects’ behaviors.

Figure 1.2: From [147], the figure shows a scenario for an offside rule with players as virtual
objects following behaviors conveying a concept.

Scenario authoring gives content creators the ability to create training experiences. Within the

context of a room-size physical space defined in Figure 1.1, many virtual and real objects can
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be placed in the environment and interacted with by a trainee in this case. Defining the flow

of interaction is a challenging problem that we model leveraging the work by Achour in [1]. We

focus on “atomic actions” which model the interactions between a virtual actor and a virtual object.

The Desktop tool by Norton et al. [107] to author scenario-based learning experiences is also a

motivation to explore the concepts they propose in an in-situ environment.

Finally, these actions/interactions between a virtual actor and a virtual object trigger in the object

a specific behavior, motivated by the work by Kallmann in [64]. They categorize object property

as a class involving descriptions, parts and actions in this dissertation’s scope. Specifically for

parts, we also look at the work in robotics for affordance templates to define object components’

behaviors to robots [43, 56]. Motivated by this work, we implement these concepts in our AR/VR

authoring tools. To fulfill the promise of situated authoring affording a real benefit, we motivate

our work on improving the usability of immersive approaches by comparing choices made in such

interfaces against non-situated authoring choices.

1.2 Research Statement

This dissertation leverages all the above considerations and presents studies that tackle different

aspects of authoring AR scenario-based training simulations. Based on our motivation to analyze

and improve the usability of an immersive authoring tool for scenario and objects’ behaviors au-

thoring, AR/VR systems were implemented taking into consideration best practices from building

3D User Interfaces [74, 114], guidelines from designing mixed reality applications [96], and tra-

ditional user interfaces [2, 131] for desktop. First, in chapter 3, through a user study, we evaluate

a holistic approach for authoring scenario-based training simulations grounded on the concepts of

scenario authoring and exploring different interaction techniques. This holistic approach is built in

AR and Desktop and introduces extrinsic characteristics or descriptions of objects as information
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that can augment virtual objects. We learned that compared to the Desktop, participants found it

harder to keep track of the authored progress on the list of tasks within the immersive environment.

This is due to the scene’s visual crowding of different virtual elements. Other recommendations are

given to reduce workload and improve usability when authoring a scenario in AR. Then, to under-

stand the significance of virtual and real objects for authoring training simulations, an authoring

technique is proposed to add or enable geometric constraints intrinsic to objects authored. The

methodology is presented and evaluated through an exploratory study in chapter 4. The method

proposed was well received by participants, with steps easy to remember and reproduce. Chapter

5 evaluates this authoring technique across AR, VR and Desktop and sheds light on users’ prefer-

ences and challenges in each condition with recommendations to improve usability in immersive

approaches. Chapter 6 concludes this dissertation.

Recent commercial efforts like Snap Lens Studio or Zapar provide non-immersive easy-to-use

interfaces for rapid prototyping of AR/VR experiences [8, 156]. These tools were created for

different purposes and could be adapted to be used for building AR training experiences, but,

with some higher level of complexity. For other tools like [3, 63, 97], the learning curve for non-

programmers can be high, which becomes a barrier for domain experts whose knowledge can be

used for generating a training experience. Using immersive interfaces to build AR experiences and

more suitable ways to generate content is not as well-defined as in a 2D graphical user interface.

3D user interfaces and interaction techniques have been extensively explored [74] in the context

of VR, and less extent in AR [4]; however, given the current state of the art devices, we seek to

provide guidelines and recommendations for building authoring tools.

Authoring tools for AR experiences are not new and have been explored in different contexts,

such as game-level authoring [6,104] and immersive tangible interfaces [6,77,81,115]. Authoring

applications for AR have been developed using different interaction devices ranging from desk-

top [84, 85, 127], mobile [81, 121, 150] and immersive AR [35, 81, 104]. Advantages of situated
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authoring have been found in [17] by placing authors in the learners’ environment so better peda-

gogical content can be generated. Due to this, it is essential to evaluate the usability of immersive

authoring tools to ease the content generation process. This dissertation seeks to define a set of de-

sign guidelines, user interfaces and interaction techniques to facilitate the creation of AR scenario-

based training experiences, allowing non-technical users to create AR SBT scenarios. Studierstube

by Schmalstieg [125] is probably one of the first frameworks that explored AR in the living room

and collaborative space. Avantguarde by Sandor [123] is the first work to build authoring tools for

ubiquitous AR. Furthermore, Güven in [38] presents the concept of situated media and hypermedia

together with authoring techniques for such concepts in desktop and tablets interfaces.

1.2.1 Thesis Statement

By providing 3D spatial user interfaces in the context of an Augmented Reality scenario-based

training experience, users situated in an immersive environment can author virtual/real objects’

behaviors with outcomes comparable to a Desktop authoring tool.

1.3 Contributions

The following are the contributions of this dissertation:

• An evaluation of a visual programming interface that follows scenario authoring guidelines

from Achour in [1] under two different interfaces AR and the Desktop. The work by Norton

et al. [107] serves as a reference, with the addition of the graph-based authoring paradigm

and a 3D room-size scenario.

• A simple methodology to enable affordances in object components, adapting instructions
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provided to robots to understand how to interact with real objects in a real environment. The

approach, named AffordIt!, involved the definition of a region of interest, the segmentation of

the region as a component and an affordance template definition to constraint the component

movement or rotation to specific values.

• Extending to the AR/VR domain the work by Kallmann in [64] for object interaction in Real-

Time Virtual Environments with a specific focus on object components/parts. The AffordIt!

methodology is adopted and an evaluation across AR, VR and Desktop is performed to

analyze areas for improvements for immersive interfaces.

• A list of guidelines and strategies to improve the usability of immersive authoring tools.

From experimentation and gathering of data in the form of interviews and questionnaires.

We condensed elements from the interfaces and decisions that could be improved in future

approaches while building immersive authoring tools to author scenario-based training sim-

ulations.

• Demo applications developed for the different topics explored in this dissertation.

1.4 Thesis Outline

Chapter Two will discuss related work to authoring tools in general, AR content generation tools

and Object Behaviors. Chapter 3 presents a study comparing custom-built desktop and AR-based

authoring tools. This study examines the usability and efficiency of participants while authoring an

SBT experience. Chapter 4 shows AffordIt!, a technique to author intrinsic virtual object behaviors.

Finally, Chapter 5 discusses an evaluation of AffordIt! across different conditions, AR, VR and

Desktop. Chapter 6 ends the dissertation with a discussion and conclusion.
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CHAPTER 2: LITERATURE REVIEW

This dissertation is grounded on research in the following areas: Scenario-based training, authoring

tools, AR content generation tools, Geometric Content Creation & Manipulation and real and

virtual objects behaviors.

2.1 Scenario Based Training (SBT)

SBT also referred to as Scenario-Based Learning (SBL), is grounded in the constructivist princi-

ples of Situated Learning [60]. This is the idea that transferable knowledge is optimally acquired

and understood when it takes place within the context and domain of its application (i.e. under

situated cognition [13]). Augmented Reality represents an ideal environment for SBT; learners

are exposed to near-world simulations [112] of real-world situations, blending in virtual objects

that simulate sensory inputs to enhance spatial cognition and experience of the physical environ-

ment [19,51,120]. Thus, situated authoring could also benefit from similar affordances of AR [17],

extending this theory. Lane et al. found that by placing authors in the learners’ environment that is

similar to the actual environment [17], novice authors were able to model pedagogically effective

content. Based on the studies of situational [17] and scenario authoring [1], a graphical approach

that additionally serves as visual feedback is expanded further in Chapter 3.

Scenario-based training approaches have improved communication in the context of disaster man-

agement as is shown in the work by Haferkamp et al. [40] with a 2D computer-based simulator.

SBTs can increase in complexity based on scenario preparation as in the study by Paige et al.

in [110] with very realistic setups. They showed that high fidelity positively impacts self-efficacy

for effective teamwork performance. On the other hand, Dahlstrom et al. in [22] argue that lower-
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fidelity simulations can still provide competence development and significant results when the

scenario is appropriately designed. In our case, AR brings the advantage of using real-world cues

coupled with high-fidelity assets as virtual elements. An analysis of lower-fidelity assets is out of

the scope of this work but an interesting topic for future work exploration.

2.2 Authoring Tools

2.2.1 Augmented Reality

Nebeling et al. [102] categorize AR-based authoring tools on the spectrum of level of fidelity vs

skills and resources required. Our work aims for high fidelity and low skills and resources required.

In some cases, AR authoring approaches rely on tracking fiducials to render a virtual object in the

viewer’s perspective. Tiles is an early effort by Kato et al. [115] to provide a collaborative scenario

where the combination of virtual objects is used to interact with the scene to invoke an outcome.

Similarly, in [81] Lee et al. introduce the concept of immersive authoring. Virtual objects in a scene

are modified by different UI components associated with tangible fiducial markers. Generally, it

was found that the immersive strategy was preferred over non-immersive approaches. In line with

this work, Rajaram et al. in [118] explore using a regular sheet of paper to enable instructors

to create AR educational experiences. The type of assets used is descriptive in nature, either to

augment information given on the paper or to visualize a concept. Interestingly, participants found

more practical authoring on a handheld AR device and visualizing it on a head-worn display as the

more natural experience.

In-situ authoring tools are situated in the context of procedural instructions. In the work by Gon-

zalez et al. leveraged by this thesis [35] a visual authoring tool is presented to add behaviors and

interactions to virtual objects in a scene. The behaviors authored in this tool are descriptive (text or
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audio). In the work by Ng et al. in [104] a set of guidelines is presented for procedurally authored

games in AR. The type of non-character behaviors used is non-deterministic to the object’s nature

rather augmentative for instance, changing visibility using a bounding box as a trigger mechanism.

In the industrial context, AR is used to create procedural training experiences by demonstration as

in [20, 75]. Both approaches were constrained to recording video, audio and movement of virtual

assets. While well received and preferred over the PC they did not explore behaviors related to

the geometric properties of the objects. In the same context, the work by Izquierdo-Domenech et

al. [54] and Chidambaram et al. [20] use Computer Vision to classify objects from the environ-

ment. Izquierdo-Domenech et al. [54] is a more automatic approach to add semantic information

to objects in the scene. In this dissertation we focus on the evaluation of a human-in-the-loop ap-

proach where geometrical constraints are defined by the subject matter expert using an authoring

tool, as seen in AffordIt!, [93].

Virtual objects are key components when authoring instructions in AR. Jasche et al. in [59] com-

pared two types of AR object visualizations Concrete (CAR) and Abstract (AAR). CAR involves

using complete CAD-style meshes, while AAR relates to using wire meshes and 3D arrows. The

result shows that concrete visualizations induce fewer errors from participants, especially with

complex tasks and have a clear advantage over AAR visualizations. Both approaches are improved

when coupled with videos. Our work adopts the concrete visualization for the demonstration of

behaviors authored. Intrinsic object properties like stiffness and motion resistance are captured in

RealityBrush [72], a novel authoring system that creates virtual replicas of real objects with mea-

sured kinetic properties. This work enables a virtual asset to afford two types of actions, poke and

push, depending on the force applied. In a similar context in GesturAR [148], everyday objects

are scanned, and behaviors are authored by mapping a freehand interaction to an action. Similar to

our work, a hinge-joint type of interaction is proposed. However, object component segmentation

is not explored.
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2.2.2 Desktop

Early research in desktop-based authoring tools focused on localizing and mapping fiducial tags to

3D graphic content [70]. We adhere to Kato et al. [71] design principle of object affordances match-

ing physical constraints of the object. This work has mainly focused on user interactions needed

when defining AR tracking fiducials [84, 85, 127], such as for attaching actions and behaviors to

virtual content. MacIntyre et al. [85] presented many novel features for exploring AR content in-

side a MacroMedia environment 1, but only while off-line in a desktop setting. The work of Spini

et al. proposes an authoring web tool for asset placement and visualization of quasi-photorealistic

scenes in VR [136]. Web 3D is close to our work on the Desktop end but our application explores

this further, adding behaviors to elements placed in the scene as a sequence of actions generated

by the user. Game engines such as Unity3D, Unreal or Amazon Sumerian are common desktop

tools developers use to create AR SBTs. To ease AR training scenarios development, commercial

companies like NGrain with Producer Pro [63], ScopeAR with WorkLink [3], or Microsoft with

Dynamics 365 Guides [97] offer a Desktop application or Unity plugin that allows creators with

little or no coding knowledge to build training experiences to be deployed on AR powered devices.

Our Desktop interfaces follow design principles based on scenario authoring guidelines specific to

the scenario evaluated and different from the assembly training context of the commercial tools.

Assembly training might need a more detailed mapping of the object space (different to the room

space) in which interactions happen (see Figure 1.1).

In the educational context, Zhang et al. in [160] propose an authoring tool for experimental edu-

cation, a traditional graphical user interface to enable educators to author AR attributes of virtual

experimental equipment. Defined behaviors can be picked from a database and attached to the vir-

tual objects represented by an AR marker at runtime. Another alternative toolkit is ARSpot [117]

1https://en.wikipedia.org/wiki/Macromedia
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which is built on top of Scratch [88,119] a popular toolkit for kids to learn programming concepts

and visualize their code within an integrated development environment. The solutions discussed

utilize fiducials to represent virtual objects in the scene, which we adopted for our AR condition.

2.2.3 Virtual Reality

Virtual Reality provides an ideal environment to simulate real-world conditions when creating

identical replicas of the environment. Ipsita et al. in [53] propose VRFromX a VR authoring tool

that allows users to create interactive virtual experiences from a 3D point cloud scan. A region of

interest (ROI) is first extracted and then queried to a database of virtual objects. Then affordances

can be enabled in the resulting object. They test the usability of the system in a welding training

scenario. In line with this work, Masnadi et al. in AffordIt! [93] focus on behaviors authored

in objects’ components. Similarly, an ROI is defined as identifying a component of an object to

then enable geometric affordances on it. A preliminary evaluation showed high usability on the

techniques proposed.

ScalAR in [116] provide a holistic approach to scene authoring by tackling the problem of author-

ing a scenario independently from a room layout configuration. Content information from a scene

is synthesized using a semantic understanding technique. Virtual replicas of the identified objects

are used in a VR environment to author semantic level associations of AR content in each scene.

The behaviors authored in this approach are descriptive or augmentative rather than specific to the

objects intrinsic properties. In the context of Internet of Things (IoT) Ivy by Ens et al. [25] use

VR for authoring intelligent environments. A node-link visual programming interface allows users

to author IoT programs and visualize sensor data. Ivy’s object space is different than objects with

geometrical components explored in this work.

Designing an authoring tool for virtual environments using constructivist principles is explored by
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Winterbottom & Blake in [153]. Constructivism is grounded on the theory that knowledge is built

by the interaction of a user with the environment. Our scope is based on actor-object interaction

rather than actor-avatar. Authoring at run time was first explored by Steed et al. [137] using data

flow diagrams while immersed to define a virtual object behavior. Their authoring was constrained

to interactions with input devices. Inspired by this work, our approach allows for in-situ tools to

visualize the outcome of the authored behavior.

For virtual object alignment and manipulation we look to Hayatpur et al. [46] which presents

three techniques invoking either a plan, ray or point and using hand gestures to apply movement

constraints. Virtual Reality is also used as a means to enhance the authoring experience when

combined with a Desktop approach [49]. Holm et al. explore the advantages of a combined

approach, but our work evaluates the interfaces independently. However, a similar study combining

both interfaces could be performed in the future.

2.3 AR Content Generation Tools

Augmented Reality content generation tools are classified as standalone and AR-plugins which

can be distributed, platform-specific, or platform independent [99]. Our work is categorized as

standalone and distributed as platform-specific for AR and platform-independent for desktops (web

interface). For content authoring, sketch is one of the mediums utilized to build AR scenes. For

example, Sketchaser uses a visual language to generate virtual content from hand sketches [41].

Multi-touch interaction has also been used to apply transformations to virtual objects in the real

world [62]. Other content generation tools have focused on extracting 3D models from cartoon

drawings and allowing users to interact with them through a multi-touch interface [27]. Other

research used familiar controls like smartphones coupled with AR HWDs [155]. The phone works

as an input tool to select, place and manipulate virtual objects in the user’s physical space, helping
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them use a familiar control to generate content. While prior research focuses more on asset creation

and object placement, our work explores higher level scene generation with added behaviors under

different interface conditions.

In the context of augmenting content on real world objects, research shows for instance that main-

tenance tasks [26, 47, 161] have increased performance of users by taking advantage of the affor-

dances from the domain environment. Context is an aspect that the authors mention is important

since it defines the interaction based on what is being visualized. It is achieved by using image

recognition techniques [26] or simply by placing a QR code in the field of view [161].

AR training applications are becoming more relevant and authoring commercial tools are avail-

able from different companies. These tools enable domain experts to build AR training scenarios

often using a traditional user interface. In line with work done by Lee et al. [81], an up to date

comparison of equivalent systems could bring insights into further work required to improve im-

mersive authoring of AR based training experiences. An easy to understand conceptual model is

introduced in the following chapter. The model follows the simple case of using atomic actions (an

action happens from an agent to another agent). This model can grow in complexity if the whole

grammar is implemented [1].

2.4 Geometric Content Creation and Manipulation

Deering presented HoloSketch a novel VR sketching tool at the time to create geometric con-

tent, manipulate it and add simple animations [24]. Our work is different from HoloSketch in

the interaction techniques, mesh segmentation and use context. However, different features from

HoloSketch can be adapted to AffordIt!. For mesh manipulation we have found Sketch based ap-

plications to be the predominant research in this domain. SKETCH by Zeleznik et al. [159] is an

15



early example of creating 3D objects from 2D sketches. In SKETCH constrained transformations

are applied to objects, a concept that we utilize in AffordIt!. In Shao et al. [130] a sketch based

application is presented that applies behaviors to concept sketches based on a region of interest

selection followed an animation added to an individual part. This is similar to our approach, ex-

cept that their interface is entirely 2D interactions upon a 2D object while AffordIt! explores 3D

interactions and seamless visualizations with a 3D object. Commercial companies have also begun

to provide a variety of tools [16,133] that easily create 3D geometric content. AffordIt! is compli-

mentary to these tools by providing an extension of capabilities in applying intrinsic behavior to

an object.

Our interaction techniques derive from the research in object authoring by Hayatpur et al. [46]

which presents three techniques for object alignment and manipulation in VR. These techniques

invoke a plane, ray, or point and use hand gestures to apply movement constraints to a virtual

object. Their research presents a rich set of interaction possibilities, however the idea of changing

an object geometry to tie behaviors to its component parts is not studied. We address this by

proposing two techniques to generate intrinsic object behaviors at run-time. First, a user is allowed

to define each object component behavior from the interaction in a VR environment. Second, we

apply authoring behaviors similar to [90, 91] except that we transition from a 2D sketch based

interface to a 3D interaction paradigm.

Authoring constraints has been explored in the context of objects associations based on geometries

as in [134,145]. For instance, a book if placed on the top of a desk is associated with the table with

one face facing the desk. In the work by Oh et al. [109], authoring objects are constrained to move-

ments in a plane, when a collision is detected. While this is similar to our movement constraint be-

haviors, it is a Desktop based solution rather than authoring from within the VR environment. The

theory of affordances by Gibson is divided into the concepts of attached and detached object affor-

dances [32, 33]. Attached objects cannot be removed from their parent object unless they become
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a detached one and usually have constraints in their movements. While there is successful work in

robotics to apply affordance theory to provide guidelines for object manipulation [43, 57, 89], the

application on 3D objects authoring is limited.

2.5 Real and Virtual Objects’ Behaviors

Text, audio, videos, animations, color and visibility are examples of some characteristics that can

be authored and associated to virtual objects in a scene with specific examples given in the litera-

ture review above. A general model for interactions between virtual human agents and objects is

proposed by Kallmann et al. in [67]. This work includes the definition of the virtual object space

according to four different classes of interaction-features: intrinsic object properties, interaction

information, object behaviors and expected agent behaviors. A graphical user interface and exam-

ples are described in [66]. Furthermore, in Kallmann et al. in [68] the object properties are divided

in descriptions, parts and actions. A taxonomy for interactive object behaviors is proposed and

demonstrated with a GUI to visually author behaviors as graphical state machines. Yet again, an

extension of this model in [65] defines more complex behaviors such as multiple actors interacting

with one object and the the actor manipulation of virtual objects introducing the term ”smart ob-

jects”. The extent of the work by Kallman et el. is demonstrated in a non-immersive environment,

our work does evaluate immersive approaches and adopts the parts and actions intrinsic properties

for our scope.

Geometric properties are discussed in the work by Thalmann [141], the problem being how to

model virtual objects interaction with others. They explore as well how to adapt the grasping

definitions from robotics in a VR simulation. An additional property is added to the object model

to define how an object can be grasped. Lee et al. in [80] introduce the concept of programming

by demonstration. An object behavior is composed of events, context and action components
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which they call ACE. This behavior is encoded as a Backus-Naur Form (BNF) notation that is then

attached to a virtual object to specify interactivity in the virtual world. Authoring is performed

in a desktop interface and visualized in VR whereas the interface we used allows a user to author

and visualize behaviors from within the VR environment. An additional conceptual model called

VR-WISE is presented in Pellens et al. [111] which establishes simple behaviors that when nested

could produce more complex ones. Simple behaviors are categorized as primitives and are defined

as move, turn and roll in their taxonomy, but is not evaluated in a user study.

Smart Objects in the context of Internet of Things are real physical artifacts, enhanced with sensors

and connected in a network that allows communication with humans and other artifacts as a part of

the Internet of Things (IoT) paradigm by McEwen and Cassimally [95]. From an HCI perspective

humans interacting with such objects face a usability challenge. Work by Matassa et al. [94]

emphasize the problem of smart objects being unable to immediately communicate to people what

they can afford to do. Baber et al in [5] proposes a conceptual framework to exploit the affordance

concept through an understanding of how humans engage with objects. The forms of engagement

proposed are environmental, perceptual, morphological, motor, cultural and cognitive.

2.6 Summary

The authoring of scenarios and objects behaviors from an in-situ approach and how it compares

to a traditional desktop experience is important to address in order to take advantage of the better

pedagogical outcomes situated authoring offers [17]. We, therefore, leverage different concepts

and ideas to develop a holistic authoring tool in AR and Desktop for building SBT simulations

and then AffordIt! to analyze authoring object component behaviors. We evaluate its effectiveness

across AR, VR and Desktop. Different guidelines and recommendations are presented to better

help system engineers build authoring tools for AR based training simulations.
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CHAPTER 3: COMPARING DESKTOP AND AR AUTHORING TOOLS

A HOLISTIC APPROACH

This chapter is based on work published in: Gonzalez, A. V., Koh, S., Kapalo, K., Sottilare,

R., Garrity, P., Billinghurst, M., & LaViola, J. (2019, October). A comparison of desktop and

augmented reality scenario based training authoring tools. In 2019 IEEE International Symposium

on Mixed and Augmented Reality (ISMAR) (pp. 339-350). IEEE.

3.1 Introduction

Figure 3.1: On the left, the AR authoring environment. The center figure presents the GUI of our
desktop authoring tool. On the right, the playback application running an authored scenario.

In this chapter, an AR authoring interface (see Figure 3.1 left) is built to allow an author to create

a virtual object and position it in the environment. Also, to define actions following a visual

authoring approach. Similar to the work by Ens et al. [25] and Ng et al. [104] we use floating 3D

panels and visual authoring elements to convey an authoring workflow for a scene. The Desktop

interface is built following traditional 3D editing tools approaches (see Figure 3.1 center).

Technological advancements have allowed learners of all ages to interact with devices such as lap-

tops, mobile phones, and even Virtual Reality (VR). Three-dimensional learning has been shown
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to provide better gains than traditional observation. For instance, in work by James et al. [55]

participants actively interacting with a 3D model could better retain object shape structure and

recognize faster the artifact on a recognition task. Similarly, anatomy learning can be improved by

allowing students to directly manipulate virtual anatomical structures [58], leading to successfully

generated observed structures on a post-test. As this type of learning becomes more prevalent,

users are using commercial off-the-shelf Augmented Reality (AR) and VR technology, such as the

HoloLens and HTC Vive, to create content. These technologies make it possible for learners to

immerse themselves in training environments that might otherwise incur expensive costs or require

significant time commitments and resources. For example, nursing students can practice a variety

of medical procedures on the same mannequin using AR projection technology [122], or mechan-

ics can practice maintenance tasks with the help of a remote expert and AR head worn displays

(HWDs) [39].

In light of this, content generation for learning [157,158] becomes more important than ever since

designers must consider not only user needs, but also the platforms on which learners consume

content. Sometimes these platforms can be implemented directly in the learning environment

[28, 147], enhancing efficacy as users practice tasks as they would in a typical training scenario.

For this reason, AR provides an ideal format for scenario-based training (SBT) since it involves

using real-world cues and spatial relationships based upon the user’s position in the environment

[10,107,126]. These specific cues and affordances are given by default in an AR scenario compared

to VR where the perception of affordances and experience of presence is dependent on the VR

application meeting some requirements [36].

Content generation often requires extensive knowledge of programming and is not intuitive for

novice users. For example, commercial content tools (e.g. Unity and Unreal) have a high learning

curve that needs to be overcome to become adept at authoring course content. This increases the

workload of the instructor, who may not be skilled in programming or have knowledge of content
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creation tools. In addition, the instructor cannot readily visualize how the student will interact with

the tool. To combat this, situated authoring has been explored in VR/AR contexts [25,104], where

the instructor can author from within an AR/VR environment. However, a comparison of such

systems with a traditional user interface has not been done. It is unknown how authors perceive or

perform in an immersive environment compared to a more traditional system.

This work aims to provide insights into the differences between authoring SBT scenarios on Desk-

top and Augmented Reality interfaces. Two applications are described and a novel between-

subjects study is carried out. Participant performance was measured by task completion time and

the number of completed tasks. Perceived usability was gathered and analyzed as qualitative data.

3.2 System Design

Two systems were developed based on the same conceptual model and having the same functional-

ity, however, they differ in the interface and interaction techniques which were motivated through

literature research described in the next section as well as own experimentation in iterative build-

ing approaches. An additional application was created to visualize the AR content generated by

the users in the study. Our authoring systems have three major functions: (1) place objects in the

scenario, (2) attach attributes to objects and (3) define actions between them. Attributes are mul-

timedia assets such as texts, audio files and questions. Objects in the scenario can have associated

attributes that represent specific behaviors on the scene. For instance, a virtual phone placed in the

scenario can have an associated sound for ringing, a voice mail sound, a text message or whether

it can be picked up at runtime. An action represents an interaction between two objects, which

defines the interaction mode and attribute that will be triggered, on the second object. Since the

study’s goal is to do a fair comparison, users are not required to input information. Instead, they

are given files as texts or audios representing this data. Text input is a complex problem and is not
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part of the scope of this work.

3.2.1 Design Goals and Considerations

The end goal of this design is to allow participants to construct a scenario-based training (SBT)

experience without any coding involved. AR instruction has previously been demonstrated as a

valuable method for procedurally providing guidance [147,151]. Our systems were inspired by the

efforts exploring authoring tools made by Norton et al. with a desktop interface [107], Ens et al.

with a VR system [25], and Ng et al. with an AR tool [104].

The conceptual model follows the nodes and links paradigm, defining a node as a virtual object

in the scene with attributes, such as texts, sounds, questions, or whether an object can be picked

up at runtime. A link characterizes an action between two objects that triggers a specific attribute

(see Figure 3.2). This model represents a specific case from [1], defined as an atomic action.

Visual programming can ease the coding learning curve as shown by tools such as Scratch [119]

and Alice [21]. This representation has been used widely in commercial tools such as the Unreal

Engine [30] and Amazon Sumerian [128]. Recently Unity3D announced plans to natively support

visual programming [140].

The following design guidelines for this study are based on scenario authoring literature from a

pedagogical and content creation perspective.

• Authoring from learner’s perspective: An AR authoring tool automatically gives the con-

tent creator an idea of how the learners will visualize the experience. Initial exploration is

made in [17], where learners and authors use the same tool.

• Use of atomic actions: Our study is based on the ability of participants to generate a course

of actions that a learner can follow. To achieve this, actions are modelled as a basis of the
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Figure 3.2: The most basic processing unit of the system. An object, A, interacts with another
object, B. The mode defines the event that triggers an attribute e.g. collision or tap, which then
enables an executable action.

interaction between objects. However, more complex models presented by Achour et al. can

be explored in future work given the current architecture [1].

• Authoring is determined as a sequential ordered set of actions: Users authoring the

tutoring experience can define the order in which actions execute; if the order is not specified,

then the steps will be executed in the order they were created.

• Architecture to support future work: Given the modular architecture and the graph-based

model, the system is scalable to support more complex conceptual models such as the one

proposed by Achour et al. [1]. However, with complexity, challenges arise in the interaction

and placement of information in the space. Additionally, the system can leverage Intelligent

Tutoring System (ITS) capabilities from frameworks such as GIFT [135]. This was not used

in this study but could be helpful for future work.
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3.2.2 System Applications

The following describes the procedures involved in implementing the two conditions of the study.

The third application allows participants to visualize the content authored by them.

AR Application

The visual assets and controls for the AR application follow the guidelines for designing mixed re-

ality applications [96]. These visuals on the scene are collections of Interactable Objects. Floating

panels arrange controls such as buttons that help the authoring process. An iterative design process

led to the development of the AR condition.

First Iteration -

First prototype leverages the Hololens capabilities and uses HoloToolkit for Unity3D to generate a

spatial user interface that allows for object placement, attribute selection, and actions definitions.

Requests are sent to the Web server to save the content generation state. Means of interaction

involve gazing, tapping on a clicker, and speech recognition (see Figure 3.3). Transform manip-

ulation widgets can be invoked with voice commands: ”translate”, or ”rotate”. Initially, a spatial

mapping of the environment is executed and can be stopped by saying ”stop”. A floating widget

can be invoked by tapping on an object or interaction between objects.
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Figure 3.3: First AR prototype iteration with default HoloLens interaction techniques.

Adding Object Attributes. After a tap is performed on the phone and ”Add Text” is selected from

the floating window, a file explorer is visualized with text elements that can be appended to the

phone, see Figure 3.4. Text is added as an attribute by tapping on the corresponding icon which

will remain selected. An attribute can be unselected by tapping again on the same icon.
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Figure 3.4: First AR prototype adding text to the virtual phone in the scene.

Action Between Two Objects. Every object added to the scene has an orb element on top. This

sphere helps to establish a link between objects. The author taps on the node that represents the

object, which then initiates the action, and a line will be rendered following the gaze pointer to

another orb representing an object with attributes for execution. A label can be assigned using

speech, by tapping on the white orb and saying a phrase. Another tap on the white orb will save

the label. When tapping on the white sphere a floating widget will request to define the interaction

mode, the attribute will trigger and the next action occurs. Figure 3.5 shows an ”inspector reading a

voice mail,” the voice message is already an attribute of the phone and is present on the parameters

of the connection.
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Figure 3.5: First AR prototype adding an action between the user and the phone to trigger a specific
attribute.

In line with results reported by Ng et al., such as frustration and physical load [104], these tech-

niques were not well received. In addition, floating panels were anchored to objects which pro-

duced excessive participant movement.

Second Iteration -

The first iteration provided us with insights towards improving input devices for a better user

experience. The use of an external pointer instead of gaze reduced the head movement required for

the interaction. A phone shown in Figure 3.6 was added as an input device, providing a rotation

vector, which was used as a pointing device and a touchscreen to extend the interface for UI

selection. A custom pointer mapped the phone rotation vector as a ray in the virtual world. The

starting position of the ray is 40 centimeters down from the head and ends 5 meters in the ray

direction. A cursor is positioned at the first hit point of the ray with any element on the scene.
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Two touch-capable areas are defined for a physical button and a joystick fixed to the screen. Tap

functionality is replaced by the tactile virtual button on the screen. Hand recognition is introduced

as well to create actions between objects in the scene. A LeapMotion was chosen for accurate hand

tracking. It is placed on a 3D printed structure fixed on top of the HoloLens (see Figure 3.6) and

USB powered from a laptop carried on a backpack.

Transformations on objects are invoked once again upon voice commands, however, rotation and

translation are executed on the XZ plane, using the joystick attached to the phone screen. Floating

windows are positioned 1.5 meters from the user view in order to fit them in the HoloLens screen

field of view. These UI panels follow the gaze of a participant. Content generated through the

authoring is stored on a web server.

Figure 3.6: Second prototype: HoloLens coupled with a leap motion for hand tracking.
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Adding Object Attributes. Pointing to an object and pressing the physical button invokes a floating

window that shows possible operations to perform. The options are also shown on the phone screen

and can be selected by touch. Figure 3.7, depicts the possible elements that can be added to the

selected object. Users can select objects by pointing the mobile device and button pressing or by

touch input directly on the phone screen. Attributes are unselected in the same way.

Figure 3.7: Second prototype: view from HoloLens showing both ways to interact with the menu.

Action Between Two Objects. An action is defined as a link generated by the hand collision with

a virtual element followed by another hand contact with a different object in the scene. Hand is

represented by a blue transparent sphere in the virtual world (see Figure 3.8). Parameters of the

action are set by selecting the white orb allowing the user to place an identifier for the action by

voice and then invoking a panel to set the interaction mode (e.g., tap or collision). This will cause
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the attribute to trigger and the next action to follow. An alternative interface is proposed as well,

allowing participants to set action parameters from the phone. Participants freely selected which

input method they preferred.

Figure 3.8: Second prototype: An action is established between the inspector (avatar) and a folder.
The parameters of the action can be seen on the Interaction panel.

The second iteration explored different input modalities and the anchoring of 3DUI widgets to the

user view following the best practices for maximum comfort [96]. Gaze input was replaced by

using a phone as a pointing device; (see Figure 3.7). The phone screen was an extension of the

3DUI widgets and hand tracking from a LeapMotion positioned on top of the HoloLens was used

to create actions as seen in Figure 3.6. The hand collision with a virtual object would start a link,

and the subsequent hand collision with another virtual object defined the action. The pointer input

was well received, but the phone UI caused a break in immersion. Hand interaction also induced a

higher physical load in addition to tracking issues when not in the leap motion field of view.
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Third Iteration -

The final iteration (see Figure 3.1 left) used feedback from the previous designs to generate a more

friendly spatial 3D user interface. In line with a study from Poupyrev et al. [114] and 3D interaction

techniques by LaViola et al. [74], a virtual pointer was chosen as the main interaction technique

since objects in the scene are big and remote selection was preferred. The phone was replaced

by the HTC Vive controller (see Figure 3.9). According to Niehorster et al. [106] “the Vive can

be used for experiments in which the risk of losing tracking is small because the participant only

moves in a small area”, as in our experiment setup. Use of the Vive controller is also recommended

when “a few degrees of offset in pitch and yaw measurements don’t matter” and when all of the

tracker measurements are not used, as in our case by just using the controller.

Figure 3.9: Third prototype: A user is interacting with the menu to author attributes of the virtual
avatar using an HTC Vive controller.
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Figure 3.10: Left, picture taken with HoloLens indicating the coordinates system reference in AR.
Center, the coordinate system in Vive space, Right, similarly the coordinate system in WebGL
space.

The HTC Vive and Microsoft HoloLens coordinate systems were manually synchronized so that

the controller transform is aligned with the AR counterpart. For the alignment, a point is set in the

real world as an anchor point for HoloLens. The point is physically located on the floor between

the table and the blue rack, as can be seen in Figure 3.10 and an ’X’ taped to the floor. In the Vive

space an empty gameObject is added to the virtual scan on top of the ’X’ matching position and

rotation. This process is repeated for the WebGL application. The three reference points in the

three different spaces serve as an origin to which all elements are transformed to (see Figure 3.10).

An additional transformation was applied to elements authored in Desktop when visualized in the

AR playback (mirroring in the YZ plane).

A custom virtual pointer maps the controller 6 DOF as a ray in the AR world. The ray starting

position is placed at the controller tracking sensors and ends 5 meters in the ray direction. A

cursor is positioned at the first hit point of the ray with any element on the scene. The trigger and

trackpad1 buttons from the controller were used to interact with the 3D UI. The content generated

is committed as a web request and saved in the Database.

1https://www.vive.com/us/support/vive/category howto/about-thecontrollers.html
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Desktop Application

The desktop authoring tool (see Figure 3.11 center) provides a traditional graphical user interface

similar to a basic 3D editing tool. The backend and frontend are built on top of the Google Web

Toolkit (GWT) [42] and Javascript libraries such as “Three.js” [15]. The frontend is developed fol-

lowing user interface design principles such as: task-related grouping, graphic layouts, metaphors,

direct manipulation, and form filling [2, 131]. The interface layout comprises a file explorer for

assets, a preview asset area, a 3D viewport for visualizing 3D content, a vertical bar for object

transformations and a 2D canvas for graph manipulation. The interaction is performed by mouse

and keyboard. The generated scenario is equivalent to the one produced by the AR counterpart.

We chose to build the system as a web application due to the distribution flexibility and the rise of

standardizing an immersive web [86].

Figure 3.11: An example of the desktop system displaying a scenario authored with actions be-
tween user and virtual objects in the scene.
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Playback Application

Once the scenario authoring is complete, a user can run the training course and visualize the ele-

ments placed with the respective attributes and actions attached. The playback is independent of

the condition a course is authored with. The application reads a training instance from the server

and displays the information accordingly to the data created. As shown in Figure 3.12, the phone

displays a question with 5 answers for the user to pick. The orange arrow on top of an asset rep-

resents the next object the trainee should interact with. As depicted in Figure 3.12, the orange

arrow can provide a scaffold so the trainee knows he/she must trigger another action using the fax

to continue through the scenario.

Figure 3.12: An example of the playback system displaying a question with 5 possible answers.
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3.3 System Architecture

Figure 3.13: System Architecture: Orange arrows represent information flow between the systems.

Figure 3.13 describes the system architecture for both conditions. Applications follow a client-

server approach where a PC is used as a web server to host the Desktop authoring tool and a

Database to store the content generated state for both conditions. Both systems share the same

database hosted on a local web server. The PC also runs a “Sharing Service” which is used to

allow an additional AR headset to stay in sync seamlessly in real time. A HoloLens hosts the AR

authoring tool, which sends the content generated via an HTTP Web Client to be saved on the

Database through the Web Server. This application also runs a UDP Server to receive the HTC

Vive controller 6DoF information and button states from a third application running a UDP Client.
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The world coordinates from the Desktop, AR and HTC Vive applications are manually aligned.

Space alignment is not a contribution of this work, and it was manually set using the controllers

and physical elements of the scene in such a way that the three spaces share the same reference

transform (see Figure 3.10).

3.4 User Study

An exploratory user study was conducted to find user preferences on usability and perception on

the two interfaces presented. Quantitative and qualitative metrics were gathered, the first comprise

missed tasks, misplaced objects and time required, followed by the second with post-participation

surveys. A between-subjects design was used with half of the participants using the AR author-

ing on a PC and the rest using the Microsoft HoloLens AR authoring application. Both groups

were trained on the same tasks and were assigned the same problem. Given this, the following

hypotheses are proposed:

• H1, Desktop participants will take a shorter time to complete the study than those using the

AR interface due to physical load differences and familiarity with Desktop interfaces.

• H2, Participants will find the AR authoring tool as enjoyable and usable as a traditional

Desktop environment.

3.4.1 Use Case

Achour et al. [1] note that a scenario can be a story, use case descriptions, or a script. Based on

this definition, our evaluation is constructed around the following scenario:

Create a training experience for dealing with a quarantine problem. The experience aims for the

36



user to learn procedures to follow before a quarantine inspection is made. The office setup is

provided with a phone, a fax machine, a quarantine manual book, a folder, and items for the shelf

such as handcuffs, a flashlight, a knife, and a sample bag. An inspector who is the user should

be placed in a starting position on the scene. A quarantine manual book is placed on the scene

with important information about the documentation required. A phone rings and the inspector is

required to take the call after the phone rings. An assistant Josephine requests an inspection leaving

an audio message which is translated to text. The inspector is required to answer a questionnaire

with the required documents needed for the inspection. After answering the inspector is required

to phone Josephine for the documents. Josephine sends the documents by fax and is visible in

the scene in a folder. A folder is placed on the scene for the documents faxed, the folder can be

collected. This folder contains documentation for doing an inspection. This scenario has been

adopted from the work in [107].

In the role of a creator, the user is given a set of tools that allow him/her to generate the training

scenario experience. The scene replicates a real-life situation. The following tasks are required to

be completed:

1. An inspector who is the user of your generated experience should be placed on a starting

position in the scene marked with a label.

2. A virtual quarantine manual book is to be placed in the scene with important information

about the documentation (quarantine manual.txt) required to carry out the task.

3. A virtual phone is setup to ring (phone ring.wav) at a user interaction.

4. The person calling is your assistant Josephine who requests an inspection

(josephine voice message.txt).
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5. Josephine asks a question to the inspector about which documents need to be faxed

(documents josephine fax.txt contains the question with the right answer).

6. The inspector makes a call to Josephine through the fax machine (phone josephine.txt).

7. The documents (documents faxed.txt) are received by fax and placed on a folder on the

desk.

8. An additional interaction with the folder will display a question (do inspection.txt).

9. Two more items are placed on the bookshelf (flashlight and handcuffs) for the inspector to

pick and assign descriptions (flashlight.txt and handcuffs.txt).

3.4.2 Scenario Selection & Preparation

Our study is based on previous research conducted to evaluate SBT. This experience is based on the

“Quarantine Procedures” training introduced by Norton et al. [107]. The criteria for selection is as

follows: 1) The scenario could be replicated in a traditional office space, 2) Elements of the scene

can have attributes, 3) The experience demonstrates all user interface capabilities, 4) The scenario

has real-world validity (it is not an unrealistic or impossible scenario) and it is reproducible.

The scenario problem narrative comprises virtual assets that can be placed on the real-world visible

furniture, see Figure 5.9. First, the experimenter reads a narrative regarding the purpose and general

nature of the scenario. Next, using the system, the participant is trained and asked to author such a

scenario (see Use Case). According to the chosen scenario, a physical location was prepared with

the following furniture: a desk, a shelf and a chair. The space dimensions were (4 x 3) / 2 meters in

a triangular shape. The room did not have mirrors or glass due to the scanning device limitations,

and constant lightning created an optimal environment for use with the Microsoft HoloLens device.
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To ensure a fair comparison between both systems, a 3D scan of the room was acquired from a

FARO ultra-portable Focus Laser Scanner at the highest resolution as seen in Figure 3.14. The

generated pointcloud was further processed to produce a final mesh. An origin point was defined

in both the real and virtual representation of the space. This point serves as an anchor location for

registration when the completed scenario was demoed with the HoloLens. Before using the FARO,

different iterations with depth cameras were made for 3D reconstruction, however, poor levels of

realism were achieved. The scanned mesh was used in the Desktop condition.

Figure 3.14: Top, a picture taken from the side of the room. Bottom, a screenshot taken from the
Desktop authoring tool scene from approximately same position.
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3.4.3 Tasks

In order to complete the tasks given in the use case, participants are required to place objects in the

scene, add attributes to the items placed and create actions between these objects.

Placing Objects in the Scene

For the AR condition, objects can be selected from a floating panel displaying a list of virtual

buttons, each button represents an object instance. Using the HTC Vive controller the user points

at an element from the list and by pressing the controller trigger button, an instance of the virtual

object is created that follows the controller pointing ray end. An additional trigger press fixes the

object position in the scene, e.g. in Figure 3.1 left, an object is positioned on top of the table.

A user in the Desktop interface can select 3D models from the “Objects” folder list on the right

side panel. An instance is created by left clicking and dragging a file to the 3D scene, after a click

release the object is placed. Figure 3.1b, shows a virtual element being added to the scene. The

objects can be transformed by using translation and rotation tools from the left vertical bar.

Adding Object Attributes

Selection in AR is invoked by pointing to the object and pressing the trigger button. The attribute

panel is visualized showing operations that can be performed, see Figure 3.15. For instance, if

“Add Text” is selected, users can then select attributes to add on a new floating panel by pointing

and pressing trigger button on the file of choice. A colorful overlay will be displayed on the option

selected which can be removed by pointing and pressing the trigger button once again. During

selection, by using voice command “translation” or “rotation”, objects can be transformed in the
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XZ plane using the trackpad on the Vive controller.

Figure 3.15: AR condition floating panel shows the six possible operations that can be performed
on the object selected.

Selection is invoked on the Desktop by left clicking on the virtual object or the corresponding node

from the graph area. Upon selection, an Attributes panel is visualized. Elements from the asset

area can be dragged & dropped to the corresponding attribute category in the panel, as can be seen

in Figure 3.16.
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Figure 3.16: Desktop condition a sound is selected to be dragged and dropped on the Attributes
panel belonging to the object selected.

Action Between Two Objects

For the AR condition, an action is defined as a link generated by pointing to an object and holding

the trigger button, which produces a line that follows the pointer. The action line will be completed

by pointing to a different object and pressing the trigger button. An example can be seen in Figure

3.17. Parameters of the action are set by selecting a white orb located on the middle of the line.

Once selected, the user can place an identifier for the action using voice (voice is transcribed and

set as an identifier). Finally, a floating panel is displayed to set the properties of the action.
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Figure 3.17: Action floating panel invoked after selecting the white orb on the connection line
between two assets.

In the Desktop interface an object in the graph area is represented by an orange box. An action

is created by a click on the box followed by a drag to another object, releasing the click will

create a connection. An identifier is placed in the middle point of the arrow. A click on the arrow

line displays an Actions panel which can be seen in Figure 3.18, which represents a relationship

between two objects. Parameters of the action can be set on this panel.
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Figure 3.18: Action Panel invoked by clicking the connection between two objects (orange boxes).
A label is used to identify the action.

3.4.4 Participants and Apparatus

Twenty eight people (16 male, 12 female) aged 18 to 39 (µ = 20.64,σ = 4.72) were randomly

distributed into two groups. Participants were recruited from a university population from a va-

riety of engineering majors. A Likert scale from 1 to 7 with 1 representing “little experience”

and 7 “very experienced” was used to measure the following in a pre-questionnaire: user experi-

ence with modeling toolkits & game engines (µ = 2.39,σ = 1.59), participants experience in AR
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(µ = 2.19,σ = 1.52) and experience with VR (µ = 2.30,σ = 1.38). The experiment was either

conducted on a PC (Core i7-6800K CPU, Nvidia GTX 1080 graphics card, 16 GB RAM) via a

55-inch flat-panel TV display, or on the Hololens. Another HoloLens was used for following up

the user actions on the AR interface.

3.4.5 Study Design

Our experiment follows a between-subjects design with 28 participants randomly divided into two

experimental groups. A pre-questionnaire to gather prior knowledge and a post-questionnaire (see

Table 5.1) for user experience and perception were prepared. An additional System Usability Scale

(SUS) [12] and NASA TLX [45] questionnaires were prepared. Each group was assigned to one

condition.

3.4.6 Study Procedure

The study was designed to be completed in approximately 60 minutes for both conditions. Each

group followed the same protocol. Initially, participants were asked to fill out two questionnaires

about demographics and previous experience. Next, the problem was introduced for about 5 min-

utes, followed by a training session of 15 minutes on the corresponding tool randomly assigned

to the participant. The training showed an example of a singular action task built on the interface

by the proctor followed by a similar task performed by the user. After, participants were asked to

solve the problem with the application provided and their execution was timed. Once the authoring

was completed, they were shown the result on the HoloLens using the playback application. Then

participants filled out a post-questionnaire (see Table 3.1) using a Likert scale from 1 (Very Little

or Totally Disagree) to 7 (A lot or Totally Agree), a SUS questionnaire about user experience and

perception of the usability of the tool and a NASA TLX questionnaire. Participants also had the
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option to write any feedback regarding the system or experience. Finally, the counterpart interface

from the other condition was introduced to the participant in a 10 minute time frame with a similar

training as in the beginning. Participants were asked about their perceived preference on which

interface they would prefer to use and why.

Table 3.1: Post Questionnaire. Participants answered these questions on a 7 point Likert scale (1 =
Very Little or Totally Disagree, 7 = A lot or Totally Agree).

# Question

Q1 How much effort did you put into the authoring of the scenario?

Q2 I felt that the system was mentally demanding to use

Q3 I felt hurried or rushed using the system

Q4 The system was effective

Q5 I enjoyed using the authoring interface

Q6 The interface was challenging to use

Q7 The objects and assets in the scenario seemed realistic

Q8 I felt like I was building a scenario based learning experience

Q9 Please rate your level of frustration and stress when using the system

Q10 How physically demanding was the task?

Q11 How successful were you in accomplishing what you were asked to do?

3.5 Results

Quantitative data, such as task completion and time, were analyzed. The time distribution in both

studies is shown in Figure 3.19. All participants were able to complete the authoring scenario

and were evaluated on task completion. Qualitative data gathered with surveys (Table 5.1) was
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analyzed using a Mann-Whitney U test. The goal of this analysis was to demonstrate any differ-

ences between the Desktop and AR conditions (Table 5.2). Results show no difference in usability

aspects, task completion and time taken.

3.5.1 Time

Figure 3.19 shows the performance time distribution in both conditions. A Shapiro-Wilk test on

Desktop times shows the data is not normally distributed, therefore a Mann-Whitney U test was

used and revealed no significant differences between AR (Md=19.6, n=14) and Desktop (Md=18.1,

n=14), U = 76.0, p = 0.31.

Figure 3.19: Box plot shows the mean “+” and median “-” times taken by participants under each
condition.
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To better understand how participants spent their time through the study, a Mann-Whitney U test

found a significant difference in time taken between AR (Md=1.2, n=14) and Desktop (Md=0.6,

n=14) to start the first task U = 34.0, p<.0025. Following the same test no significant difference

between AR (Md=9.5, n=14) and Desktop (Md=7.0, n=14) was found on placing objects and

adding attributes U = 89.0, p = 0.68 neither on creating actions with AR (Md=11.3, n=14) and

Desktop (Md=8.9, n=14), U = 68.0, p = 0.17. By analyzing each condition, AR participants spent

a longer time creating actions than placing objects and adding attributes U = 51.0, p<.032. For

the Desktop condition, no significance was found on time taken among object placement, adding

attributes and actions created U = 63.0, p = 0.11.

3.5.2 Task Completion

The different tasks from the problem were divided into three groups by misses on: object added

to the scene, attributes added to the correct objects, and actions generated to trigger such at-

tributes. A miss was defined as when the user missed to perform a task. The total number of

misses per participant was counted and a ratio was calculated. A Mann-Whitney U Test revealed

no significant difference between the misses ratios for AR (Md=0.12 n=14) and Desktop users

(Md=0.06, n=14), U = 63.0, p = 0.1. No object was missed from the scenario among both groups.

In addition, an independent analysis was performed on object placement; an object was consid-

ered incorrectly placed when it was 0.1 meters away from the placeholder position assigned.

No significant difference was found in the number of objects incorrectly placed in the scenario

(t18 =−1.146, p = 0.267). However, from observations, participants in the Desktop condition had

some problems when translating objects due to the camera perspective. Figure 3.20 shows two

examples of participants’ movement across the room.
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Figure 3.20: From HoloLens head tracking, heatmap of two participants’ position while interacting
with the objects during the experiment.

3.5.3 Usability and Perception

Table 5.2 shows the responses for each one of the questions from Table 5.1 presented to partici-

pants. A Mann-Whitney U test revealed significant differences in perceived system efficacy with

lower scores for AR (Md=5.00 n=14) compared to Desktop (Md=6.00, n=14), U = 49.5, p<.023.

Additionally, the Mann-Whitney U Test revealed a significant difference for perceived feeling like

building an scenario based learning experience between the AR users (Md=5.00 n=14) and Desk-

top users (Md=6.00, n=14), U = 55.0, p<.041. No significant difference was found in effort (Q1),

cognitive load (Q2), challenge (Q6) and frustration (Q9), showing that the participants perceived

both interfaces to be equally usable despite hardware limitations and higher physical load. Consis-

tent with findings in the time section above, participants did not feel hurried or rushed while using

the system in either experimental condition (Q3). Finally, a Mann Whitney U test revealed no sig-
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nificant differences in the SUS scores between the AR (Md=50.00, n=14) and Desktop condition

(Md=55.0, n=14), U = 68.5, p = 0.18. These SUS scores show relatively poor usability for both

interfaces; there is room for improvement.

Table 3.2: Results from Table 5.1 on mean responses between Desktop and AR using a Likert from
1 to 7 on perception about each condition.

Q
Desktop AR

Z p
Mean Median Mean Median

Q1 5.000 5.000 5.143 5.000 0.024 0.980

Q2 3.000 3.000 3.071 3.000 1.317 0.906

Q3 1.714 1.000 1.786 2.000 0.205 0.581

Q4 6.000 6.000 5.000 5.000 -2.007 <.023

Q5 6.357 7.000 5.571 5.500 -1.527 0.063

Q6 2.857 2.500 3.214 3.000 0.354 0.638

Q7 5.429 5.500 5.143 5.000 -0.034 0.486

Q8 6.143 6.000 5.429 5.000 -1.746 <.041

Q9 2.071 2.000 2.500 2.500 -0.853 0.197

Q10 1.071 1.000 1.786 1.500 -2.262 <.012

Q11 3.643 3.500 2.929 3.000 -0.432 0.333

3.5.4 Workload

Scores for each subscale of the NASA TLX were acquired using the unweighted (raw) score

procedure. A raw TLX was chosen due to its shorter length and similar sensitivity to the full

TLX [44]. Figure 4.13, presents NASA TLX workload ratings mean values and standard errors
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for each NASA TLX subscale. Each subscale is represented as follows: Mental Demand (MD),

Physical Demand (PD), Temporal Demand (TD), Own Performance (OP), Effort (EF), and Frus-

tration Level (FL). A Mann-Whitney U test revealed significant differences in Physical Demand

between AR (Md=25.51, n=14) and Desktop (Md=15.31, n=14), U = 54.0, p<.013. Also, a signif-

icant difference was found in perceived own performance with AR (Md=33.67, n=14) and Desktop

(Md=52.04, n=14), U = 56.0, p<.047.

Figure 3.21: Plot shows the mean values and standard errors for NASA TLX workload ratings.

3.5.5 Perceived Preference

After completing the experimental task, participants were introduced to the interface they did not

utilize for the experiment (either the Desktop or AR interface). We wanted to gather information

about participant perception on different aspects of the interfaces (see Figure 3.22). Most users

agreed that the AR interface can make the authoring experience look more enjoyable, even when
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they were not assigned to the AR experimental condition. Conversely, creating object interac-

tions was not preferred on the AR condition, due to reduced visibility when the number of nodes

connected increased. This is further expanded in the discussion section.

Table 3.3: Preference Questionnaire. Participants selected which interface (Desktop or AR) they
would prefer on different aspects of the experience.

# Question

Q1 Which interface type makes the authoring experience look more enjoyable?

Q2 Which interface type would make it easier to place virtual assets?

Q3 Which interface type would make it easier to create object interactions?

Q4 Which interface type would you choose if you were asked to create a scenario based learning

experience?

Q5 Which interface type was looking more user-friendly/easier to use?
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Figure 3.22: Participants preference for each one of Table 3.3 questions. AR in blue, Desktop in
yellow.

3.6 Discussion

This experiment demonstrated that both interfaces were equally usable and yielded no significant

difference in performance. Overall, users completed the task assigned in both conditions. There-

fore, the attributes and actions model itself was easy to understand. Although both systems were

meant to have the same functional features and outcomes, it is worth mentioning the differences

found while building both SBT Authoring Tools (see Table 3.4). Below our findings are discussed

and future directions for the design of AR situated authoring are given.
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Table 3.4: Differences on preparation requirements and interfaces between a Desktop and AR SBT
authoring interface.

Desktop AR

Screen Resolution 1920 x 1080 852 x 480

Scenario Navigation Exocentric Egocentric

Input Keyboard, mouse HTC Vive controller, voice

3D scene reconstruction Yes No

Spatial mapping Yes Yes

Remote Authoring Yes No

Immersion No Yes

Physical load No Yes

3.6.1 Global Progress and Visual Crowding

Despite no significant difference was found on task completion, in AR, participants had a lim-

ited field of view (35 degrees) of their authoring state with HoloLens, as opposed to the Desktop

interface, where they had a global perspective.

AR User 12: “On the desktop you can see everything available at once, but in the AR I

had to remember where things were.”

Desktop User 10: “The desktop UI is easier because I have everything in a compact

screen”

The scene course flow is still difficult to follow, and better analysis is required to find a way to

visualize relationships in the space when the number of elements in the scene grows.
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AR Users 3 and 9: “Setting up multiple interactions between multiple objects can look

messy.”, “connections themselves were difficult to distinguish between when there were more

than a few connected between the same pair of objects.”

This poses a challenge on how to best use space with virtual cues without limiting participant

visibility of their current progress or interactions with other elements.

3.6.2 Authoring Time

Despite inexperience using the HoloLens, the need for navigation in the environment and controller

adaptation, no significant difference was found in the task completion time between both groups.

Contrary to our beliefs, hypothesis H1 cannot be confirmed. Furthermore, by analyzing individual

interactions with the system (placing objects, adding attributes, creating interactions) time taken

by participants could have been influenced more by their thinking process than by difficulties with

the system. A significant difference in the time taken to start the first task could be due to the

headset novelty effect. For the AR condition, allowing participants to generate actions by building

a 3D graph of connections in AR resulted in participants spending a significantly longer time than

in the rest of the interactions with the system. This is an aspect to improve in further iterations. For

the Desktop, no significance was found between the individual system interactions; however, from

observations, participants with no familiarity with the use of gizmos manipulators or the change in

cameras perspectives had an added extra time while positioning objects in the right place, below

some comments from participants at the end of the experiment.

Desktop Users 4 and 1: “It was easier to put the assets in the reality one because you did

not have to deal with the xyz thing.”, “Have a button that highlights the item you are looking

for so you can grab it if the item is behind a shelf or under table.”
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3.6.3 Desktop vs AR Authoring Tools

Authoring a scenario in the Desktop interface required additional work to prepare the scene. First,

due to the possible effects of visual realism on participants [79], a very realistic 3D reconstruction

of the scenario was generated for the Desktop condition. Second, an anchor point was required

to be set in the scene for registration with the WebGL scenario. Finally, coordinate systems can

be also right or left handed which requires a transformation. Participants were not aware of this

preparation as they were given the tools ready to use. Authoring in the AR interface required min-

imal preparation (just set an anchor point) as the scenario space can be mapped by the HoloLens.

An additional difference involves the possibility of doing remote authoring, while AR presents an

advantage if physically present at a scenario location, the Desktop interface and an eventual VR

interface could enable remote authoring.

Input techniques for AR scenarios is highly dependable on the task nature. For this work a con-

troller is a suitable interaction device for positioning and selection tasks [114]. No significant

difference was found in object placement accuracy. However, a different scenario, for instance

the authoring of an assembly task, may require different interaction techniques. Familiarity with

traditional input devices for the Desktop interface is an advantage over AR/VR conditions.

3.6.4 Usability of the Authoring Tools

Results from Table 5.2 show no significant difference in enjoyment between the groups confirming

hypothesis H2. Nonetheless, it was observed that the experience was less enjoyable for partic-

ipants that felt the HoloLens was heavy to wear. Two users reported eye strain and two others

headaches and took longer than 20 minutes to complete the task. For them the discomfort reduced

the enjoyment.
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AR Users 3 and 11: “Eye strain was a bit of a problem after 20 minutes.”, “If the AR

were to maybe have a less heavy headset and better user interaction, I would definitely enjoy

it more.”

From the user’s comments the authoring experience was found to be more visually appealing in AR

than the Desktop interface. The AR interface was well-received, despite well known limitations,

such as limited field of view.

AR User 14: “Personally I preferred to use the Augmented Reality because I feel more

enjoy doing it and also it is more realistic when using Augmented Reality.”

Desktop User 3: “the act of using ones body and looking around the objects as one does

naturally was a very pleasant experience compared to the keyboard and mouse approach.”

Finally, participants expressed their feelings about the tool aspects that made their overall experi-

ence better. For the Desktop interface, people emphasized that using the modeling graph area to

create actions and the drag&drop nature of the system was more favorable.

Desktop User 2: “The arrows to connect interacting items make it easy to see what kind

of interaction will happen, made my overall experience better.”

For the AR condition, participants greatly appreciated the use of the controller coupled with inter-

actions in the AR scene:

AR User 9: “The conjunction of Vive and HoloLens tech was a unique and enjoyable

experience. The ability to see both real and alternate reality at once was quite satisfying.”
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Another characteristic users enjoyed was the ability to visualize what they built with the playback

feature:

Desktop User 4: “Seeing my creation come to life made my overall experience better”

They also valued the situated interface (AR) as a mean to visualize the scene right away rather than

imagining it while building it on the Desktop interface:

Desktop User 14: “AR was more user friendly because I can see the things working

which I have imagine in desktop.”

AR User 10: “I feel that in regards to acting out the scenario, the augmented reality

would be much more beneficial as you would actually be “in character” so to speak”

The poor SUS scores (a score of less than 68 is considered below average usability) can be related

to the low familiarity of participants with the types of tasks users performed in the experiment, such

as performing camera placement or in some cases misconceptions from known interfaces such as

trying to do object selections with double clicks (not used in the system). In AR the SUS could

have been affected by some of the limitations described in Section 7.7. The focus was to build

both systems equally capable and usable to ensure a fair comparison, and in this case, there was

no significant difference between SUS values, but the usability of both systems can be improved

as stated in section 7.6.

3.6.5 Similar Studies

Similar work presents advantages of AR over VR for selection and manipulation tasks. For in-

stance, Krichenbauer et al. [73] found that VR participants required more time to complete a task
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than AR independently of the input device utilized. Even though our approach is holistic, similar

results for task completion favor AR with less objects misplaced by participants than Desktop.

Our authoring tool can also be further extended by analyzing how different 3D interaction tech-

niques can enhance user experience using selection and manipulation. Work by Bellarbi et al. [7]

show a study evaluating a novel technique for distant objects selection and manipulation versus the

HOMER [9] approach. Authoring tools for AR can also help in assembly and maintenance tasks as

in the work done by Gimeno et al. [34], while the context is different from scenario based training,

results show high acceptance of the 3D authoring for such tasks. Finally, in line with results found

in [104] situated authoring of AR scenarios was well received and enjoyable for participants, there-

fore future work should take into consideration the recommendation for building games provided

by [104].

3.6.6 Recommendations for building AR SBTs authoring tools

While no significant differences were found in task completion and time, participants perceived

the Desktop interface as more efficient, and the tool of choice if requested to author an AR SBT

experience. In addition, physical load was reported as significantly higher in AR, which hinders

augmented reality potential for now. This chapter recommends authoring AR SBT in Desktop and

visualizing the results in AR. An additional study like the one made by Holm et al. is required to

analyze how a combined approach might be more beneficial than building independent tools [49].

Further research needs to consider visualizations that allow participants to easily follow their work

progress. While the 2D graph model was appreciated in the 2D context, it did not translate well to

3D as things got more complex. We recommend in future experiments to create task units allowing

each individual to work in each unit at a time e.g. in our use case, 9 unit tasks can be identified.

An additional component such as a list can help visualize the order in which tasks are executed.
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This is also recommended for the Desktop interface.

In a formative study participants were given the option to use the touchscreen of their phone to

fill in the forms. Users did not find it pleasant to switch between pointing & selecting in AR and

selecting options with a touch screen. The Vive controller was well received in general despite

sensitivity and latency reports. Unfortunately, at the time of the study there was no commercial

AR headset with built-in controller as is the case now with Magic Leap AR headset [29]. This

work recommends using laser pointing for selection and filling forms in room size scenarios.

Finally, participants understood well the use of floating panels to input information which is a

familiar paradigm taken from the 2D counterpart. In contrast, link generation between objects

could have been used more as a means of visualization than an actual requirement to interact with

the system. It is recommended that operations on the virtual objects are simplified to the use of

floating panels with 3D UI controls or more novel means of interaction. Visualizations can be then

generated from those operations as the line relationship in our case.

3.6.7 Limitations

This work acknowledges limitations on hardware, input technique, device familiarity or novelty

effect and specificity of the authoring scenario. Hardware limitations are given by the use of the

HoloLens in the sense of a limited field of view (FOV), device weight and possible fatigue from

use. The limited FOV might be one reason that there is no difference between AR and Desktop

and people felt that the desktop was more usable. The motivation behind exploring AR in a real

environment rather than on a simulated AR lead us to pick the latest commercial off the shelf

see-through display available at the time. These limitations can be solved in the future with lighter

HWDs with wider field of views. Our input device is limited by the possible latency generated from

sending the information on a UDP network. Controller tracking information is sent and received
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at 20 frames per second. Current commercial devices provide built-in controller support for future

studies.

There are limitations on the number of participants run in the study, for the web application dis-

tribution is easier however, for AR a more controlled environment is required. Users were more

familiar in general with the traditional interface than the AR, and a novelty effect generated by the

use of HoloLens could have influenced participants’ decisions. To improve on this, a future study

can use AR experts as subjects. Another limitation is the amount of training given to participants.

Finally, the scenario is very specific and the results of this study can just generalize to room size

scenario based authoring with constraints defined in Section 3. Future studies can evaluate other

scenarios such as assembly tasks.

There are four aspects of this work that a real world setup would need to consider more; content

curation, text input, 3D model pre-processing and a wider range of authoring scenarios. For Aug-

mented Reality, these are still open problems out of the scope of this work. To lessen the influence

of these problems in the experiment, participants were given the problem with the tasks to follow,

in addition to text files and pre-processed models, scaling them to real sizes and centering their

pivot points. The issue of curation was not considered part of this work. Another aspect is that

our evaluation was focused on a unique use case rather than exploring a wider range of authoring

scenarios.

3.7 Conclusions

Despite the potential of AR to facilitate authoring content for scenario-based learning, no com-

pelling reason or motivation was found to recommend practitioners to move away from their Desk-

top tools. Functionally equivalent systems were developed using best practices for user interface
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design for both Desktop and Augmented Reality environments. However, it was found that author-

ing in AR afforded no real benefit in terms of performance time or perceived usability. To overcome

these issues and deliver on the promise of AR, we believe researchers will have to develop entirely

new and novel interaction techniques or focus on tasks that require unique visualizations beyond

what is possible with a desktop interface.

Participants in AR particularly enjoyed using the controller to interact with elements of the sce-

nario. These participants perceived the application more like a game than a productivity tool

compared to the Desktop users.

This chapter evaluates participants’ performance and usability of two interfaces to author AR

scenario-based training experiences in a markerless setup. To compare the two interaction modal-

ities, we developed a traditional GUI which produces the same outcome as the AR counterpart.

Contrary to our expectations, H1 (participants taking a shorter time with the Desktop interface)

cannot be confirmed. Despite the inexperience with using the HoloLens, navigation in the en-

vironment and controller adaptation, no significant difference was found in the completion time

from both groups. The time taken for Desktop participants may not be as expected due to a

higher learning curve with the Desktop interface compared to AR, where interaction may be easier

to remember. Results from Table 5.2 show no significant difference in enjoyment between the

groups confirming hypothesis H2 (participants finding AR as enjoyable as the Desktop interface).

Nonetheless, it was observed that the experience was less enjoyable for participants that felt the

HoloLens was heavy to wear. This work explored different setups and configurations for authoring

AR SBT from a Desktop and AR interface. Also, it presents findings, challenges with proposed

solutions and limitations to address for future iterations. While more work is needed, this work is

a good starting point towards achieving usable and effective general purpose AR authoring envi-

ronment tools.
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CHAPTER 4: A TECHNIQUE TO AUTHOR VIRTUAL OBJECT

COMPONENTS

This chapter is based on work published in: Masnadi, S., Vargas, A., Williamson, B., & LaVi-

ola, J. (2020). AffordIt!: A Tool for Authoring Object Component Behavior in Virtual Reality.

Proceedings of Graphics Interface 2020.

4.1 Introduction

(a) (b) (c) (d)

Figure 4.1: These figures show a sequence of steps followed to add a rotation affordance to the
door of a washer machine. (a) and (b) Cylinder shape selection wrapping the door. (c) and (d)
component behavior authored and visualized.

Virtual object attributes such as text, audios or questions discussed in the previous chapter are

a subset of behaviors to be authored. Objects possess more complex characteristics as they are

composed of parts or components e.g. a drawer with doors. Authoring such interactions is studied

in this chapter and a methodology was developed and evaluated with an exploratory usability study

in a VR context.
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As the prevalence of virtual reality increases for simulations and video games, there is an increas-

ing desire for the development of virtual content that is based on real scenes and environments.

A problem arises when a domain expert whose technical skills are based in realistic experiences

necessary to a VR scene, but not asset creation (a situation described in Hughes et al. [50]) which

are needed to build a virtual scene. To alleviate this problem, recent research has been focusing on

frameworks to ease domain experts authoring process as seen in [25,35,104]. 3D scene reconstruc-

tion [100, 103, 139, 152] provides a suitable solution to the problem. Initially a 3D reconstructed

environment will be composed of a continuous mesh which can be segmented via autonomous

tools as shown in George et al. [31] and Shamir et al.’s survey [129] or human in the loop solutions

as seen in [105, 146].

However, these tools fall short at identifying and applying affordances, the intrinsic properties, of

the components of the object. For example, a storage cabinet may be segmented from a larger

mesh, but the movements of the cabinet door remains absent. One solution is the use of a 3D

modeler, such as Autodesk Maya [101] or Blender [11], but if the domain expert is unfamiliar

with the software then a technical expert in asset creation is required. This solution carries a cost,

however, as the domain expert’s own intuition and understanding of an object’s affordances could

be lost in translation, either in relaying requirements to a third party or to software they are not

experts of. As our solution we introduce AffordIt! an online tool that allows a 3D scene author

to isolate key components of virtual content and assign affordances to it using their own intuitive

understanding of the object.

In this work we define a 3D reconstructed scene as being a recreation of a real world environment

that contains one or more virtual representations of an object captured within that environment. The

component of an object is then defined as a segmented portion of the mesh that is not removed,

but rather used to assign intrinsic behaviors. The term affordance originates from psychology and

it is defined as a possible action that can be performed over an object (or objects) by an agent in
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an environment according to Gibson et al. [32, 33]. The affordance concept is broad and since

its introduction has informed multiple research efforts within the Human-Computer Interaction

(HCI) field. Our focus on this work is not to dive deeper into the concept but to acknowledge its

use in fields such as robotics [43, 56]. We are extending this concept from robotics to VR with

a prototype system named AffordIt!. The system is implemented using an HTC Vive Pro Eye

headset with tracked controllers within a kitchen virtual environment.

AffordIt! provides an intuitive method for a scene author to select a region of interest within a con-

tinuous mesh and apply affordances to it using procedures outlined in [91,130]. Rather than relying

on a sketch-based interface, we looked to the work of Hayatpur et al. [46], in which users could in-

voke a plane, a ray or a point to constrain the movements of a virtual object. As such, our procedure

has a user first selecting a region of interest using shape geometry followed by defining a specific

movement constraint. After processing the operation on the mesh an animation demonstrates the

behavior attached to it as shown in Figure 4.1. We evaluate this technique in an exploratory study

where perceived usability and workload of the system is collected and analyzed. For the study we

only use two mesh cutter geometries and two movement constraint definitions, though the concepts

of AffordIt! could apply to other selection geometries or affordance definitions.

4.2 Implementation

AffordIt! system architecture can be depicted in Figure 4.2. Our technique works by first cutting a

mesh using simple geometries and then applying intrinsic behavior to the segmented portion. Both

steps require interactions with a user to define the region of interest and the behavior. The user’s

interactions can be performed independently of the mesh manipulation. For the exploratory study

we focused on two mesh cutter shapes and two behaviors which are defined below.
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Vive data

Content Generated

Mesh Cutting Affordances

Figure 4.2: AffordIt! system architecture. Users interactions are stored in a local computer.

4.2.1 Mesh Cutting

For the cutting step a mesh cutter geometry is used to define the region of interest. When a cut

is performed the original mesh is divided into two, one inside the mesh cutter and the other one

outside. The algorithm clips the mesh using each face from the mesh cutter primitive using a brute

force method as shown in Algorithm 1. The algorithm is derived from the Slicer implementation

by CGAL [142] and is extended to be used on a more complex shape as the slicing tool rather than

a simple plane. Triangles falling inside and outside the mesh cutter volume are segmented into

two sets, while the ones that share vertices inside and outside the mesh volume are triangulated

accordingly to fit in the appropriate set. The number of triangles on high polygon objects was

reduced to optimize the cutting time to an order of magnitude of seconds.

In the exploratory study we focused on two mesh cutters, a cuboid and a cylinder, which will be

created by the user using VR controllers. Mesh cutters can be extended to any shape, a possible

approach is explained later in the chapter. The shape geometry editing is not part of the experiment

but sheds some light on supporting different geometries for the mesh cutters.
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Algorithm 1 The mesh cutter algorithm

1: triangles← getOb jectTriangles()
2: selector← getSelectorShape()
3: in,out← List()
4: procedure MESHCUTTER(triangles, selector, in, out)
5: for all triangle ∈ triangles do
6: if selector.isFullInside(triangle) then
7: in.Add(triangle)
8: else if selector.isFullOutside(triangle) then
9: out.Add(triangle)

10: else
11: CutTriangle(triangle,selector, in,out)

return in,out
12: procedure CUTTRIANGLE(triangle, selector, in, out)
13: vertsin,vertsout← array[2]
14: inCount,outCount← 0
15: for i = 0 to 3 do
16: if selector.isInside(triangle.vertices[i]) then
17: vertsin[inCount]← triangle.vertices[i]
18: inCount← inCount +1
19: else
20: vertsout[outCount]← triangle.vertices[i]
21: outCount← outCount +1
22: tmpT ← Triangle()
23: if inCount == 1 then
24: tmpT ← Triangle(vertsin[0],vertsout[0],vertsout[1])
25: else
26: tmpT ← Triangle(vertsout[0],vertsin[0],vertsin[1])
27: v1,v2,v3← tmpT.getVertices()

▷ /*getIntersectionPoint returns a point on line connecting the first two parameters where se-
lector intersects the line*/

28: Pt1← getIntersectionPoint(v1,v2,selector)
29: Pt2← getIntersectionPoint(v1,v3,selector)

▷ /*Pt1 and Pt2 are the points where selector cut the edges of the triangles*/
30: if inCount == 1 then
31: in.Add(Triangle(vertsin[0],Pt1,Pt2))
32: out.Add(Triangle(vertsout[0],Pt1,Pt2))
33: out.Add(Triangle(vertsout[0],vertsout[1],Pt2))
34: else
35: out.Add(Triangle(vertsout[0],Pt1,Pt2))
36: in.Add(Triangle(vertsin[0],Pt1,Pt2))
37: in.Add(Triangle(vertsin[0],vertsin[1],Pt2))

return in,out
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Cuboid

Creation - To create a cuboid in the VR environment we implemented an interaction technique

that uses three points. The first two points (P1) and (P2) fix the corners of an initial rectangle (R) in

3D with a normal (−→nR) parallel to the floor plane (Figure 4.3a). Moving P2 around will adjust the

dimensions of the rectangle as well as its rotation over the y-axis. The final point (P3) will define

the depth of the cuboid with R as its base. Let ℓ be the line that goes through P2 and is parallel to

−→nR, and Pv as the controller’s location. We will have P3 = pro jℓ
−→
Pv which is the projection of Pv

on ℓ. After creating the cuboid, it can be manipulated further to adjust its transformation matrix

(Figure 4.3b).

Manipulation - In this context, we define a widget as a small sphere which can be grasped by

pressing a button on the controller and can be moved around in the 3D space while the button

remains pressed. For rotation and translation, we place a widget in the center of the cuboid that

while pressed passes the rotation and translation information from the controller to the shape.

Three more Widgets are placed at the defining points, P1, P2 and P3 can be dragged to adjust the

scale of the cuboid. Moving any of these widgets will fix the diagonal vertex of the cuboid in space

and will scale the shape according to the position of the widget (see Figure 4.5a).
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(a) Creating cuboid face. (b) Adjusting the depth using P3.

Figure 4.3: Cuboid creation.

Cylinder

Creation - A cylinder is first created by defining a line with two points (C1, C2) which will be

the orientation and height of the shape (Figure 4.4a). After fixing C2, the controller’s location will

define PR which is the closest point on the C2 plane from the controller (Figure 4.4b). The radius

of the cylinder is then calculated as ||C2−PR||. Similar to the cuboid, the transformation matrix of

the cylinder can be altered after its creation.

Manipulation - A widget is placed in the center of the cylinder that maps the shape’s rotation and

translation to the rotation and translation of the controller. A second widget is placed at PR which

can be moved to alter the radius and height of the cylinder (see Figure 4.5b).
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(a) Adjusting the orientation and height of the

cylinder by moving C2 in 3D space.

(b) Adjusting the radius using projection of Pv

on C2 plane.

Figure 4.4: Cylinder creation.

(a) P4 allows cuboid translation and rotation.

P1, P2 and P3 scale the cuboid.

(b) C4 allows cylinder translation and rotation.

C1, C2 and C3 allow scaling of the cylinder.

Figure 4.5: Manipulation widgets on primitives.
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Extend to Any Geometric Shape

Editing Geometry Mode - The mesh cutter allows for any shaped geometry to be used for seg-

menting an object component. Participants begin with an initial primitive which can be modified

by adding extra vertices to the mesh. As can be seen in Figure 4.6, on the left side of the image an

extra vertex is placed in the cuboid edge by pressing and releasing the trigger button from the Vive

controller on the desired position. In each vertex a widget is generated to manipulate the mesh

morphology. These widgets can be dragged and the mesh changes according to the new widget

position. Figure 4.6, shows how the newly created vertices on the right side of the image are trans-

lated upwards from the original position forming a semi-arc. While use of this feature was not a

part of the study, it demonstrates how a starting primitive can be manipulated into a more complex

shape.

Figure 4.6: Highlighted in yellow a new vertex is created in editing geometry mode. Once posi-
tioned on an edge, affected faces are triangulated.
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4.2.2 Interactions

An affordance we defined as part of the exploratory study was on constraining the movement of

a component defined by the mesh cutter. An example of this is the key on a keyboard, which can

only move in one direction (downward) and only for a fixed amount. Another example is a fridge

door which can be rotated, but only around the axis of the hinge and within a specific range of

angles.

We created two tools to define the movement constraints for a component based on whether it is

a perpendicular or rotational interaction. Additional interactions can be implemented but a more

thorough analysis of the affordance concept is required as in the work by Baber et al in [5]. Such

a study falls out of the scope of this work.

Perpendicular

A perpendicular interaction is the movement of an object in a straight line perpendicular to a plane

(Figure 4.7a). This is first defined by creating three non-linear points which outline the plane

perpendicular to the movement. For point placement, we cast a ray from the controller to the

surface of the object. Next, a grasp point (Pg) is placed on the object. The system automatically

defines ℓ as the orthogonal line from Pg to the plane. Finally, the user defines the interaction end

point (Pe), where the grasp location will end up after the interaction. The projection point can be

moved by moving the controller, but its location is calculated by the projection of the controller’s

location on ℓ. Once Pe is defined, the interaction is complete and the system will animate the object

to demonstrate the newly defined behavior for the user.
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(a) Perpendicular interaction. (b) Rotation interaction.

Figure 4.7: Interactions.

Rotation

Rotation interactions are used for movements that are based on the rotation of an object around an

axis (Figure 4.7b). To create this interaction the user will define the axis of rotation by placing two

points (P1 and P2) creating a line that forms the axis of rotation (ℓa). Next, the grasp point (Pg) will

be placed on the object to represent the location of effort (for example the door handle on a door).

The final point is the end trajectory point (Pe), which shows the location that Pg will end up after

rotating around ℓa. This is defined by calculating the complete rotation path of a circle starting

at Pg and rotating around ℓa. Given the controller’s location PV , circle center Pc is calculated by

Pc = pro jℓa

−→
Pg . When the user presses the controller button, Pe is defined using:
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−→vℓ = pro jℓa

−→
Pv −Pv

−→gℓ = pro jℓa

−→
Pg−Pg

Pe =
−→
Pc + ||−→gℓ ||.v̂ℓ

(4.1)

After fixing the location of Pe we will have a complete rotation interaction and the behavior can be

animated as a demonstration to the user.

4.3 User Study

We performed an exploratory user study to understand the usability of AffordIt!. Post-participation

surveys gathered qualitative information on usability, workload and perceived ease of use of the

different aspects of the techniques. All participants used an HTC Vive Pro Eye for the study and

started at the center position of a room with approximate dimensions of 4x4 meters. All virtual

elements were conveniently placed so participants would not collide with real world elements

during the study. We hypothesize that our tool will have high usability and low workload ratings.

4.3.1 Scenario and User Interface

The virtual scenario chosen for the experiment is a kitchen with different household appliances

placed within the scene. We chose a kitchen environment so that any user can relate and have

familiarity with the behavior of an appliance. Participants were allowed to interact with four ob-

jects in the scene: an oven, a washing machine, a storage cabinet and a coffee machine. Every

combination of mesh cutter and affordance definition was performed on the objects. Figure 4.8,

shows a side view of the physical area where the user study took place. The four virtual objects
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are super-imposed in the real room used for the study.

Figure 4.8: Side view of the 3D scanned area participants were allowed to walk. Virtual objects of
interest for the study are positioned in the real world.

For the user interface, we used HTC Vive Controllers as the input device. The mesh cutters and

the interactions to add affordances could be invoked from a menu (see Figure 4.9) attached to the

left hand controller with the non-dominant hand. In the same controller, the track-pad button is

used to show and hide the menu when pressed. For the controller on the dominant hand, a blue

sphere is attached to the controller to be used as a custom pointer. The trigger button is equivalent

to a “click” on a mouse and when pressed submits an action depending on the context. The gripper

button when pressed executes an undo. The custom pointer is used to choose an option from the

Menu as shown in Figure 4.9 by physically hovering the button and pressing the trigger. Once

an option is selected the pointer is used to place the points required to perform the operations

described in the previous section.
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Figure 4.9: Menu with the different options to choose for participants.

4.3.2 Tasks

To complete the tasks participants were required to add behaviors to the objects in the scenario by

invoking a mesh cutter tool (cuboid or cylinder) and define the behavior (perpendicular or rotation)

of the segmented mesh.

Use a Mesh Cutter Tool to Define a Region of Interest

Participants were randomly assigned one object at a time. They decided which shape worked better

to perform the object segmentation. After selecting the mesh cutter from the menu, participants

approached the object and added the necessary points to create a cylinder or cube around the region

of interest. If a mistake is done, the gripper button from the dominant hand controller would restart

the procedure. After spawning the mesh cutter, users were allowed to transform the shape using

widgets placed on the mesh geometry (see Section 3). Examples of cuboid and cylinder mesh

cutters placed on objects are shown in Figure 4.1b and Figure 4.10, respectively.
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Figure 4.10: Cuboid mesh cutter placed on an object.

Add an Interaction to the segmented part

Next, users added an interaction to the selected region by placing points following the steps de-

fined Section 3. For each step instructions are visualized as text in the menu to help participants

remember which step they are performing. For the final point, widgets are spawned to visualize the

object trajectory constrained to a path (See Figure 4.1c). For the perpendicular interaction, the path

is linear and for the rotation it is circular. Users are allowed to undo one step at a time by pressing

the gripper button. When the interaction is complete, the selected component will be separated

from the original mesh and an animation shows the trajectory that the component is constrained to.
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4.3.3 Participants and Apparatus

Sixteen people (10 male, 6 female) aged 18 to 29 (µ = 21.31,σ = 3.20) engaged in the study.

Participants were recruited from the University of Central Florida. Davis’ Likert scale rating [23]

from 1 to 7, (with 1 representing not experienced or not frequently and 7 representing very experi-

enced or very frequent) was used to measure in a pre-questionnaire the following: VR experience

(µ = 4.00,σ = 1.5), user experience with modeling toolkits & game engines (µ = 2.88,σ = 1.27)

and how frequently they played video games (µ = 5.75,σ = 1.39). To validate the usability of the

proposed techniques a VR application was developed using an HTC Vive Pro Eye headset with a

resolution of 1600x1400 per eye and a field of view of 110 degrees. Two controllers were used for

bi-manual interaction. Headset and controllers were tracked by HTC lighthouses. The application

was implemented in Unity3D game engine using C# and SteamVR. The experiment ran on a desk-

top computer with an Intel Processor Core i7-8700K CPU 3.70GHz, 32 Gb RAM and a Nvidia

GTX 1080Ti graphics card.

4.3.4 Study Design and Procedure

Our exploratory study was designed to be completed in approximately 45 minutes. Study partic-

ipants were asked to fill out demographics and pre-questionnaire forms. Next, the problem was

explained for 2 minutes followed by a 5 minute video tutorial session, which allowed participants

to familiarize themselves with the concepts and user interface. This was followed by a training

session which was performed for an additional 5 minutes. The training session required partici-

pants to use the tools of AffordIt! following proctor instructions. An example object in the form

of a modular sink with three drawers and two doors was used for training. For the experiment,

participants were randomly assigned 4 different objects from the scene in Figure 4.11 to perform

selection cuts in the objects’ mesh and assign affordances to the component generated. After task
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Table 4.1: Post Questionnaire. Participants answered these questions on a 7 point Likert scale (1 =
Very Little or Totally Disagree, 7 = A lot or Totally Agree).

# Question

Q1 How much did the WEIGHT of the headset affected you?
Q2 How ACCURATE the HTC-Vive controllers felt?

Q3
How much did the PHYSICAL BUTTONS on the HTC-Vive helped
with the overall experience?

Q4
How much did the VIRTUAL BUTTONS on the left-hand MENU
helped with the overall experience?

Q5
How easy was to perform a selection of a region of interest from
an object using a CUBE shape?

Q6
How easy was to perform a selection of a region of interest from
an object using a CYLINDER shape?

Q7 How easy was to perform a ROTATION affordance around a hinge?
Q8 How easy was to perform a PERPENDICULAR to a plane affordance?
Q9 I enjoyed using the system overall.
Q10 The objects and assets in the scenario seemed realistic.

completion a post-questionnaire (see Table 4.1) with a Likert Scale [23] from 1 (Very Little or

Totally Disagree) to 7 (A lot or Totally Agree), was provided to the participant. In addition, a

SUS [12] questionnaire for perceived usability of the tool and a NASA TLX questionnaire [45] for

perceived workload was given to participants. Finally, participants were asked about their overall

experience and any thoughts or suggestions they could have about the interface.

4.4 Results

All participants were able to complete every task. Surveys provided to participants gathered qual-

itative data (Table 4.1) which results are shown in Figure 4.12. The purpose of this analysis is to

identify users’ scores on each individual aspect of the system, how much workload was perceived,

how usable were the techniques and observations that can bring insights on future directions.
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Figure 4.11: User study virtual environment setup.

Figure 4.12: Plot shows the mean values and standard errors for each one of the aspects of the
interface.
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4.4.1 Usability and Perception

The user interface involved the use of menu buttons fixed to the left controller and placing points

to define four different operations. These aspects of the interface (Q4, Q5, Q6, Q7, Q8, Q9)

asked in Table 5.1 were rated by participants and results are shown in Figure 4.12. For overall

usability, results from SUS scores (µ = 83.10,σ = 12.9) show high usability for the user interface.

Additionally, aspects of the hardware, such as the weight of the headset, causing issues had a

low rating (Q1) (µ = 2.44,σ = 1.46), accuracy had a high rating (Q2) (µ = 6.00,σ = 0.94) and

buttons from the controller (µ = 6.25,σ = 1.03) were well received by participants. We conclude

that these variables did not influence the correctness of the experiment. Finally, we saw a high

rating for the perception of realism in the environment (Q10) (µ = 5.88,σ = 0.78).

4.4.2 Workload

Figure 4.13, shows scores for each subscale of an unweighted (raw) NASA TLX. A raw TLX is

preferred for this study since no difference has been found in sensitivity when compared to the

full version [44]. The overall subjective workload score per participant is (µ = 37.35,σ = 12.22),

which shows a low workload perception. The six factors of the NASA TLX include: Mental

Demand (MD), Physical Demand (PD), Temporal Demand (TD), Own Performance (OP), Effort

(EF), and Frustration Level (FL).
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Figure 4.13: Plot shows the mean values and standard errors for NASA TLX workload ratings.

4.4.3 Implications

This chapter evaluates the usability of AffordIt! as a tool to create behaviors in objects’ compo-

nents. In line with work by Hayatpur et al. [46] and Shao et al. [130], the creation and manipulation

of primitives resulted in an intuitive task for participants as shown in the results. An aspect not

evaluated by this work nor explored in previous work is how to extend such primitives to adapt to

specific shapes that could be found in a real world scenario. This work suggests to create or gen-

erate primitives for the purpose of selecting and segmenting mesh components. Evaluation of

how such primitives can be adjusted to specific shapes is left for future work.

The interactions presented in this work were perceived as highly usable as results shown. However,
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based on work by Hayatpur et al. [46] and participants’ comments in our study, it is suggested that

constrained movements should be authored in real-time. This means, real-time visualization of

the outcome while authoring the interaction.

Finally, the use of interactions can be extended to support more complex behaviors. In Deer-

ing, [24] animation editing is conceived through components called elemental-animation objects.

Following this principle, this work suggests to implement interactions that can be easily extend-

able by combining them or attaching them to one or more objects.

4.5 Discussion and Observations

Our exploratory study was successful in offering us several points of feedback which are discussed

below.

4.5.1 Usability and Workload Analysis

In our SUS and TLX analysis we found users to rate AffordIt! as having high usability and low

perceived workload. This tells us that even this initial iteration has value in its use for affordance

assignment to the components of an object. We were concerned that the virtual environment would

be perceived as difficult, but the low workload rating from the TLX score assures us that users did

not perceive themselves to be under a strenuous activity.

4.5.2 Post-Questionnaire Analysis

The Likert scale results from the post questionnaire provide us with additional feedback about how

users felt toward the system. The low score for the headset weight (Q1) and the high score for
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the accuracy of the controllers (Q2) show us that the use of the HTC Vive Pro Eye did not have a

negative impact on the user experience. Users found that they liked the virtual buttons (Q3) and

the physical buttons (Q4). For the assigned tasks they found the creation of the cube and cylinders

to be easy (Q5, Q6) and the assignment of the movement constraints to also be easy (Q7, Q8).

Overall users enjoyed the system (Q9) and they found the objects and assets within the scenario to

be realistic (Q10), suggesting high immersion within the scene.

4.5.3 Comment Observations

While all participants were able to create the shapes for selection and the interactions to define

behaviors we found their suggestions intriguing and an avenue for opportunities for improvement.

Bring objects to the users rather than users to the objects

The study was conceived as an immersive authoring experience so the size of objects and the

placement of objects within the environment replicate a real life scenario. A participant mentioned

that they would prefer objects floating in the air to avoid bending to interact. We note that this is a

valid point for a full VR authoring tool like in Hayatpur et al. [46].

User 7: “Sometimes I had to move my body a lot, like squating, to reach an object.”

Visual aid guidance on movement path while editing

Another intriguing set of comments was a user stating they had a good experience because of the

thinking process involved while another participant did not like the outcome because of misplaced
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rotation points. We believe that more visual aid in the form of animations showing the movement

path can help ease the thinking process of participants.

User 2: “I liked how the experiment made me think about how objects move.”

User 7: “I liked how accurate the movements were represented in VR. I disliked how

sometimes the rotation points did not come out how I expected them to.”

Depth perception

Depth was perceived differently among participants with the use of transparency while authoring

the object behavior affected user perception of depth in some cases. A possible solution is to allow

toggle transparency depending on user needs. Also outlining the edges of the shape was suggested

by a participant.

User 9: “Making the meshes transparent helps with setting the location of the cylin-

der/box, however it makes some interactions with the object such as adding hinges difficult.”

User 14: “I liked how easy affecting objects was. I’d suggest making the textures not so

transparent or emphasizing the outlines of the cube and cylinder shapes.”

Possible applications

Participants also suggested a possible use-case of AffordIt! in the following areas: game design,

building interior design, education, 3D modeling programs and animations.
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User 3: “useful for game design for the object interaction without coding ”

User 7: “It can be used for designing interiors or developing accurate gaming scenes

with accurate animations. ”

User 12: “I think this can be useful for 3D modeling programs using VR, and for video

game interactions.”

User 13: “creating a situation before actually building the real thing in irl (in real life)”

4.6 Limitations

This study is exploratory in nature, and to the best of our knowledge, there is no tool available

for comparison at the moment. A possible baseline condition could be 3D modelers on the desk-

top such as Maya or Blender but the number of features and complexity would not provide a fair

comparison. This work acknowledges limitations on AffordIt!, which leaves room for future im-

provements. The study is designed as a human-in-the-loop approach, therefore inheriting intuition

from the users is expected to accomplish the tasks. Ideally, an autonomous technique could be

designed in which the object’s geometry is analysed, a mesh cutter is designed, and an affordance

is applied. However, we believe that the intuitive understanding of the user should be included

within the process.

Some meshes contain no internal faces, exposing a hole once the affordance is applied. We could

advance our mesh cutting algorithm to also extrapolate face and normal data to the newly exposed

sections of the mesh.
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Also, we can develop interactions similar to [133] such that a user can draw the region of interest,

snapping points to the most likely portion of the object, rather than relying on pre-defined selection

shapes. This could provide increased accuracy and remove human error. As one user commented:

User 5: “Snapping surfaces of the mesh cutter to parallel surfaces of the object of inter-

est”

Finally, in order to provide a direct comparison to 3D modeling software, as future work we would

like to conduct a larger study that seeks out modeling software experts to compare AffordIt! with

traditional modeling software tools on a desktop environment. Likewise, an additional baseline

condition in a desktop environment following the same principles could be implemented for direct

comparison with AffordIt!.

4.7 Conclusion

This chapter introduces AffordIt!, a set of techniques that author object components behaviors in

Virtual Reality. Despite the limitations and observations found, usability results show that the

interface and interaction techniques were well received by participants, as seen in the high usabil-

ity scores for SUS, and had a low workload for the tasks, as shown in the low scores for TLX.

Participants’ comments showed that they enjoyed the experience. Furthermore, the affordance

techniques scored higher than the mesh cutters which can be improved, as discussed in our future

work section.

There is work to be done in refining AffordIt!, but we have shown that even our initial iteration

allows 3D scene authors to intuitively segment and assign affordances to an object either for scene

authoring or in the development of 3D assets for a variety of use cases.
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CHAPTER 5: AUTHORING REAL AND VIRTUAL OBJECT

COMPONENTS IN AR, VR AND THE DESKTOP

5.1 Introduction

(a) (b) (c)

(d) (e) (f)

Figure 5.1: Authoring tool across three different conditions. Top row (a), (b) and (c) show the
component selection authoring. Bottom row (d), (e) and (f) component behavior authored for the
three objects.

Encouraged by the results of the AffordIt! exploratory study, this chapter presents an evaluation

of the authoring technique with real and virtual objects. In line with the requirements of this

thesis to take advantage of the benefits of situated authoring, we first need to analyze this type of
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authoring from an in-situ approach. We also evaluate the technique against the Desktop and VR

environments.

In the development of domain-specific training experiences, there is a requirement for objects to

behave as expected for that domain. This creates a need for an expert that can aid with content

generation and implementation for the training simulation. It is vital for this content to serve as a

digital twin of the real object as it can drastically reduce costs, improve safety or provide a self-

contained environment for a trainee. This type of training is grounded in principles of Situated

Learning [60], with the objective to exploit the surrounding visual cues as means to provide a near

to real-world experience. In a given scenario, virtual objects possess attributes and behaviors that

can infer some kind of instruction in the scene such as in [35, 116] in the form of audio and visual

cues. Conversely, some objects demand more complex actions such as rotating a knob or pressing

a button as in [54] or opening doors or compartments as the examples in [93] or even deforming

geometries of objects like the spring scenario from [148].

However, these experts are often not familiar with content generation tools. As such, they have

difficulty authoring a representative simulation with ease. This is further complicated as the means

of interaction used are diverse across conditions like Desktop [35, 84, 85, 127], Virtual Reality

(VR) [25, 46, 116, 153], Augmented Reality [35, 72, 81, 104, 148] and even combined approaches

as in [49] using Desktop and VR together.

In this chapter we analyze solutions to this problem by evaluating affordance frameworks across

multiple conditions: AR, VR and desktop. To do this we begin with Kallmann et al. [65–68] which

provides an organizational framework called smart objects based on actor-object interactions. This

conceptual model identifies different ”interaction features” based on the type of data each contains.

Our interest based on this definition is specific to parts, actions and commands. Interactions be-

tween users and objects have been captured using computer vision to identify objects and users’
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demonstrations to record actions as in the work by Chidambaram et al. [20]. However, these types

of interactions do not capture the intrinsic properties of the objects or what a specific object affords

to do as in GesturAR [148] and AffordIt!, [93]. We believe providing a user a tool to author and

record object properties and actions is more suited towards defining object components behaviors.

While AffordIt! in Masnadi et al. [93] offers a solution to assign affordances and constraints to the

intrinsic behaviors of an individual object, it has not explored how users perceive or perform in a

human in the loop approach.

In our research we couple these ideas with the emerging technology of portable light detection and

ranging (LIDAR) systems which can streamline the capture of the geometry of everyday objects.

This is highly valuable given that assets can be generated directly from the training environment

as opposed to being designed by a 3D artist. A 3D reconstructed object is created as a single

continuous mesh which then can be segmented into meaningful parts using artificial intelligence

as shown in George et al. [31] and Shamir et al.’s survey [129] or human in the loop approaches

as seen in [146] and [105]. Ipsita et al. in VRFromX [53] provide a framework for turning real

world scans into interactive virtual environments. In a similar fashion GesturAR in [148] captures

geometry from real objects to then map gesture inputs to AR content behavior. ScalAR in [116]

focuses on the semantics of the layout of the objects in a scene rather than interactions with part of

the objects.

In this chapter, we present an evaluation across three different interface conditions of the concepts

defined in AffordIt! [93]. We seek to identify advantages and challenges of object behavior author-

ing tools whether in-situ using AR/VR or computer aided using traditional interaction techniques.

AffordIt! interactions were custom tailored for each interface condition, using mouse and keyboard

for Desktop and hand tracking and gestures for AR and VR. Fiducials are used in AR and VR. In

AR for improving precision in the mapping of real objects with the respective digital twins. In VR

to align always the virtual environment to the same physical position in the physical room. The
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results of this study present users’ preferences, usability and performance while authoring object

component behaviors in each interface.

Our contributions in this chapter are:

1. First comparison of AR, VR and Desktop for authoring object component behaviors.

2. A user study to evaluate usability and user preference from participants.

5.2 System Design

Two different sets of hardware devices were used in this experiment as can be seen in Figure

5.2. For the desktop condition, we use a 55-inch flat-panel TV display connected to a PC with a

dedicated graphics card. For AR and VR, we use the Varjo XR-3 HMD coupled with a pair of

SteamVR Base Stations 2.0 for positional tracking connected to the same PC. A Vive controller is

used for configuration by the proctor when aligning to anchored positions. For audio cues, a JBL

Tune 510BT Wireless Bluetooth On-Ear Headphones was used in all conditions.

Desktop

Content Generated

Content Generated

Varjo XR-3

Varjo data

Figure 5.2: System Architecture with a Varjo XR-3 used for AR and VR conditions.
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Three systems were developed implementing the techniques presented in [93]. The applications

were built using Unity3D [144] version 2020.3.30f1. While interface and interaction techniques

are different across the conditions the functionality remains the same. Authoring systems have

four different aspects (1) select a region of interest (ROI) as a component of a virtual object, (2)

attach a perpendicular pull behavior to the ROI, (3) attach a rotation pull behavior to the ROI, (4)

visualize the result. Real objects in AR and virtual objects in VR and Desktop can be interacted

with through collision with a pointer which spawns a step-by-step menu (see Figure 5.4). The

pointer in the Desktop condition is the mouse, and for AR and VR it is a green sphere placed in the

index fingers of participants as can be seen in Figure 5.3. The pointer triggers events by collision

with the UI or objects in the scene. Similarly, an undo option is provided in the UI which allows

participants to easily recover from mistakes. The goal of the study is to do a fair comparison, as

such users use the same authoring techniques across different conditions and environments. Both

Desktop and VR environments have been captured with LIDAR to simulate the real environment.

Figure 5.3: Left, hands visualized in AR. Right, virtual hands in VR. Green sphere are pointers to
interact with elements in the scene.

92



5.2.1 UI Design Considerations

The system interaction is designed to be object centered, each virtual object when selected spawns

a menu (see Figure 5.4) that lets the user author the different aspects of the 3D object. Options

from the menu and undo action is then contextual to the object being interacted with. Positioning

in the wrist is an accepted strategy explored in the work by Li et al. in [82]. Visual guidance is

given from the menu using a light blue ring blinking around the possible next button to press if the

user wishes to continue authoring.

Figure 5.4: Step by step menu used across all conditions.

AR/VR Depth perception

When designing the interface, the perception of depth in AR and VR was analyzed. It was noted in

informal pilot studies that participants perceived depth differently in some cases. Distance judge-

ment is extensively explored in research by Masnadi et al. [92] and Pfeil et al. [113] which implies
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field of view as a possible factor. In our study interactions happen at short distances with the HMD

selected for the study having a horizontal FoV of 115◦. The Inter-Pupillary Distance (IPD) adjust-

ment was configured using Varjo proprietary software. To mitigate this problem, additional audio

and visual cues were provided for participants to better perceive depth. A ray is visible from the

index finger to the virtual object, when the pointer is less than 10 cm away to the 3D object or the

menu (see Figure 5.5).

Figure 5.5: A ray between the index finger and the menu can be seen in both images left AR and
right VR.

AR/VR Drag and Submit Gestures

The menu is draggable in the three conditions. In Desktop this is done by left clicking and holding

the title bar while moving the mouse. For AR and VR the menu is draggable by using the pinch

gesture to the frame surrounding the 3D canvas, which then enables the menu to follow the hand

transform until the release gesture is performed [96]. A custom gesture is used as well to submit

the component selection and to submit the authoring of a behavior. The gesture is invoked by

closing the thumb finger as a clenched fist as can be seen in Figure 5.6.
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Figure 5.6: Custom gesture to submit a completed component selection from the drawer.

Component Selection Cuboid manipulation

Once the component selection is completed transform tools to scale or translate the cuboid are

enabled. In Desktop traditional transform gizmos were implemented in the interface (e.g. see left

image in Figure 5.7). For AR and VR 3D widgets in the form of a cube for scaling and a cone

for translating were added. These widgets can be invoked from the main menu and when dragged

using a pinch gesture, scale or translate the cuboid geometry in the direction of the movement as

can be seen in the right image in Figure 5.7.
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Figure 5.7: Left, translate gizmo in Desktop interface. Right, scale widget being manipulated.

5.2.2 AR Application

The AR condition is a video see-through application deployed for a mixed reality head mounted

display (HMD). To provide a better sense of depth, an occlusion material was used for the virtual

objects and hands. Markers were added to the physical objects to aid mapping between the virtual

and real objects. For hand tracking the Ultraleap [143] package was integrated into the devel-

opment pipeline. HMD tracking was possible with the integration of SteamVR 2.0 Lighthouses

placed on the extreme ends of the physical room.

5.2.3 VR Application

The VR condition is also deployed to a mixed reality HMD. The virtual objects’ materials in this

case are textures generated from pictures taken from real objects and mapped to the 3D scanned

geometries. A marker is used to align the objects’ digital twins right in front of their physical coun-

terpart versions. This was purposely designed to allow participants to safely walk the environment
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while immersed in the VR scenario. Ultraleap [143] was integrated in this version too, to handle

hand tracking. HMD tracking was also provided by the SteamVR 2.0 Lighthouses.

5.2.4 Desktop Application

The Desktop application was implemented using the traditional graphical user interface (GUI)

paradigm. The tool follows similar characteristics to popular 3D editor tools. The user interface

adheres to the following design principles: graphic layouts, task-related grouping and direct ma-

nipulation [2,131]. The main menu follows the graphic design by Fluent from Microsoft [98]. The

interaction is performed by mouse and keyboard. The behaviors authored are equivalent to the

ones produced by the AR counterpart.

Figure 5.8: Desktop interface, in the figure the cabinet is selected with a left click. The draggable
object menu and undo button are visible.
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5.3 User Study

A comparative study on three different interface conditions based on concepts in AffordIt! [93] was

performed to identify preference and differences in usability and performance across conditions.

We conducted a within-subjects design with one factor and three levels, the conditions were author-

ing tools deployed in 1) Augmented Reality, 2) Virtual Reality, and 3) Desktop. The order of each

condition and the order of objects chosen in the experimental task were randomized to account

for order effects. Qualitative data was collected using post-condition surveys after completing the

tasks in each condition. A post-experience questionnaire was filled in by participants at the end

of the study to gather their interface of preference for four aspects of the system. Post-condition

surveys involved the use of custom (see Table 5.1) and standard questionnaires NASA-TLX [45] to

measure workload and System Usability Scale (SUS) [12] to measure usability. Quantitative data

was saved from participants’ interactions with menus and objects during each condition. Time

error rates and frequency of participants undoing an action are recorded using scripts in the appli-

cations. Headset and hand-tracking information were recorded as well.
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Table 5.1: Post-Condition Questionnaire. Participants answered these questions on a 7 point Likert
scale (1 = Not much, 7 = A lot). *Not present in Desktop condition.

# Question

Q1 Rate the importance of the task using current technology

Q2 Rate your prior experience using the technology in this study

Q3 How realistic did you find the virtual objects in the scene?

*Q4 How much did the weight of the headset affected you?

*Q5 How accurate the hand tracking felt?

Q6 How easy was to press buttons in the UI?

Q7 How easy was to define the region for object component selection?

Q8 How easy was to add a rotation behavior to the selected part of the object? a) Mini-fridge,

b) cabinet

Q9 How easy was to add a perpendicular pull behavior to the selected part of the object?

Q10 I enjoyed using the system overall.

5.3.1 Participants and Apparatus

Twenty one people (10 male, 9 female, 1 Non-binary, 1 Preferred not to say) aged 18 to 43 (µ =

26.43,σ = 6.28) participated in our study. Participants were recruited from a university population

from a variety of majors such as Computer Science, Electrical Engineering, Industrial Engineering,

Biomedical Science, etc. All participants were right handed. Davis’ Likert scale ratings [23] from

1 to 7 with 1 representing “little experience” and 7 “very experienced” was used to measure the

following: overall expertise using computers (µ = 6.14,σ = 1.06), participants experience in VR

(µ = 4.00,σ = 1.67) and experience with AR (µ = 3.48,σ = 1.72).
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The experiment was either conducted on a PC (Core i7-11700 CPU, Nvidia RTX 3080Ti graphics

card, 32 GB RAM) via a 55-inch flat-panel TV display, or on the Varjo XR-3 HMD connected

wired to the same PC. The specifications for the HMD are as follow: horizontal field of view of

115◦. Ultra-low latency, dual 12-megapixel video pass-through at 90 Hz. Headset weight 594 g +

headband 386g. From the Varjo Base manager configuration settings application, foveated render-

ing was disabled, the resolution quality was set to High (default) - 35PPD and Simple rendering

was enabled. Foveated rendering was disabled to achieve a similar framerate for the AR and VR

conditions, and also to avoid an extra eye-tracking calibration. The interpupillary distance was

adjusted automatically for each participant.

5.3.2 Study Preparation

The room the study took place in, was 3D scanned using a FARO ultra-portable Focus Laser

Scanner with settings to the highest resolution. Four objects were scanned using an Artec Eva 3D

portable scanner. Three objects and the room background can be seen in Figure 5.9. The additional

object scanned was a microwave which was used for training participants in the UI. Meshes were

generated from the pointcloud captured. The virtual environment is an exact replica of the real

physical room. The virtual environment was used for Desktop and VR conditions. For the AR

condition, the virtual object meshes were used as occlusion material. Also, fiducials were taped to

the real objects for increased precision when locating them with their digital twins. The rationale

behind this decision was to better align the physical and virtual objects and also to recover tracking

in case of drifting. For VR an additional fiducial was taped to a power plug on the wall which was

used for aligning the VR environment and to maximize walking space for the participants inside

the same room.
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Figure 5.9: Left, a picture of the room. Right, a screenshot of the virtual room from a similar
vantage point as in the left image.

5.3.3 Tasks

The following tasks were required to be completed by participants for each of the virtual and real

objects in the scene. The tasks involve segmenting components of a virtual object to then author

behaviors on these new parts [93]. Participants performed these tasks using the three interface

conditions.

Object component selection

The objective of a component selection is to surround the region of interest with a 3D primitive

which will define the part of the virtual object to author behaviors from. For this study, a cubic

shape is the primitive chosen due to the geometry of the objects. A cubic shape is defined by three

way-points, the first two positioned on the opposite corners of the object component forming a

rectangle. A third point completes the cuboid shape in the inside direction of the object as can be
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seen in the left image from Figure 5.10. For AR and VR the points are placed in the position the

index fingertip collides with the virtual object. For the Desktop the first two points are positioned

by left clicking on top of the object with the mouse. After, the third point will be visible and can be

dragged using a translation gizmo. The submit gesture completes the step in AR and VR. On the

Desktop left clicking the button “Complete step” from the menu and end the step. The next step is

to click “Cut Volume” from the main menu, which creates a new object component instance.

Figure 5.10: Left, a user defining the bounds of the drawer component in AR. The Center shows
the first point added to the cabinet in VR. Right image shows the door component selected for the
mini-fridge in the Desktop.

Perpendicular pulling behavior

This behavior is generated by placing 5 points on the object component. The first three points

define a plane and participants were asked to place the points in a non-linear way. The fourth and

fifth points decide the perpendicular movement constraint (see left image in Figure 5.11. In AR

and VR the result is immediately visualized in 3D (see Figure 4.1a) and the final fifth point is
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decided with a submit gesture. In Desktop the fifth point can be dragged with a translation gizmo

to then ”Complete Step” from the main menu.

Rotational behavior

A rotation is defined by four points. The first two points establish the rotation axis, and the third

point is placed at the position they would grab the component from to open it. The result is shown

immediately with the component opening based on the hand movement. In AR and VR, the step

is completed by performing a submit gesture at the angle the component is opened, this positions

the fourth point too. In Desktop a rotation gizmo is spawned around the pivoting axes to rotate the

component as desired. The final position is recorded upon left clicking “Complete Step” in main

menu.

Figure 5.11: The left image shows the last point added to define a perpendicular behavior in AR.
The right image shows in yellow the points to enable the rotation of the cabinet door in VR.
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Visualize result

Once a behavior is authored participants could select from the main menu the option to ”Animate”

the behavior. A user can then visualize how the component is constrained to move based on

the points added to it. The animation can be stopped as well, so this to not cause an additional

distraction while authoring behaviors in a different object.

5.3.4 Procedure

The study was designed to take around 90 minutes. Each participant was guided to the study room

and while seated in front of a computer a consent form was handed over explaining the experiment

procedure. Upon agreeing to participate the participant was asked to fill in a demographics and

prior experience questionnaire. The problem was then explained for about five minutes to then

proceed to the randomly selected condition to start the study. A video tutorial of approximately

three minutes before starting each condition was provided to familiarize the participant with the

concepts and user interface. Equipment used for the study (head mounted display and headphones

for AR/VR just headphones for Desktop) is then handed over to the participant.

For the VR condition, a participant is asked to hold the HMD in front of a tag placed on the wall

of the room. The proctor then presses the primary button on the controller twice. This is to align

the virtual scene always to the same position for all participants. The HMD and headphones can

then be worn.

For the AR condition, participants wear the HMD and headphones first and then before interacting

with each object the participant is asked to look for some seconds at the marker on the physical

object. In Figure 5.12 the left image shows a green square which is invoked by the proctor pressing

the primary button to start alignment, and a blue square is shown when the object alignment is
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completed by the proctor with a second primary button press. This is to align the digital twin

object to the physical one.

Figure 5.12: Left image shows feedback for alignment start, middle and right image show feedback
for alignment complete.

Each intervention is expected to last from 10-15 minutes to minimize the simulator sickness risk.

The study starts with a training session involving a task similar to the ones performed in the study.

For AR and VR during training the user is asked to perform the thumb gesture 5 times each one

spawns a green cube for feedback, to familiarize the participant with this interaction. For Desktop

instead, participants are asked to familiarize themselves with the camera manager interface. This

interface was chosen as it is the standard across 3D editing tools e.g. Unity3D editor. The rest

follows user interface design principles such as: graphic layouts, metaphors, and direct manipu-

lation [2, 131]. The study then starts and the user assigns behaviors to each one of the objects in

the scene in random order. The screen session is video recorded. A post-condition questionnaire
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is then filled in by the participant to evaluate the interface assigned at the end of the session. Once

all conditions are completed, a post-experience questionnaire is provided, to gather preference

information and thoughts from the conditions experienced.

5.3.5 Covid

Each participant was required to follow the protocols and guidelines by the CDC (Centers for Dis-

ease Control) related to COVID19 measures to avoid virus spread. To reduce risk, the proctor kept

socially distancing and provided instruction from a position at least 6ft away from the participant.

The devices were thoroughly cleaned and disinfected to reduce the risk of COVID19 transmission.

5.4 Results

Quantitative and Qualitative data were gathered and analyzed in the following sections. For quanti-

tative data, time and error rates were collected with scripts during task completion. For qualitative

data, standard and custom questionnaires 5.1 were filled in by participants based on the user expe-

rience on each condition. All participants successfully completed all tasks assigned by the proctor.

The goal of the following statistical analysis is to determine differences in usability and perfor-

mance between participants solving the tasks assigned across the different conditions.

5.4.1 Time and Error rates

The time spent by participants while performing the tasks assigned was calculated per condition

from the moment participants pressed the button on the menu to start the object component selec-

tion until the moment they visualize the result by pressing the ”Animate” button. This is for each of
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the three objects interacted with. Total time distribution is shown in Figure 5.13 for each condition

in the experiment. A Shapiro-Wilk test on each condition times, showed that Desktop and VR were

not normally distributed as can be seen in Figure 5.14 with the quantile-quantile plot. Therefore a

Friedman’s test was used and revealed no significant differences in the times spent by participants

to complete the tasks in AR, VR and Desktop χ2(2) = 5.81, p = .055. A post-hoc analysis using

Wilcoxon signed-rank test for pairs revealed that participants spent significantly more time in AR

than Desktop (Z =−2.53, p < .05Z =−2.53, p < .05Z =−2.53, p < .05) to complete their tasks. No difference was found between the

other two pairs.

Figure 5.13: Box plot shows the total time distribution in seconds per condition.
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Figure 5.14: QQ plot showing data points for VR and Desktop don’t follow a normal distribution.

Error rates were calculated for the object component selection sub task. The object component

behavior definition was performed correctly by all participants. For the cubic shape the error was

calculated using three points from the cube selector. The error was calculated by summing up

the euclidean distances between points positioned by participants with the correct calculated point

position. This procedure was repeated on each object. The total error rate distribution can be seen

in Figure 5.15. A Shapiro-Wilk test showed the data was normally distributed in each condition

and non extreme outliers data points were found. Therefore, a repeated measures ANOVA test

was used and revealed that error measurements were statistically significantly different at the dif-

ferent conditions, F(2,40) = 61.79, p < 0.0001F(2,40) = 61.79, p < 0.0001F(2,40) = 61.79, p < 0.0001. Post-hoc analyses with a Bonferroni adjustment

revealed that all the pairwise differences, between error measurements, were statistically signifi-

cantly different (p < 0.0001p < 0.0001p < 0.0001) refer to the exact values in Figure 5.15.
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Figure 5.15: Box plot shows the total error measurements distribution in meters.

5.4.2 Usability and Perception

A Friedman’s test followed by a post-hoc analysis using Wilcoxon signed-rank tests for pairs is

used to analyze the difference between the SUS scores per participant across the three conditions.

The SUS score was statistically significantly different across conditions χ2(2) = 19.81, p < .00005χ2(2) = 19.81, p < .00005χ2(2) = 19.81, p < .00005

using Friedman test. Pairwise Wilcoxon signed rank test between interface conditions revealed sta-

tistically significant differences in SUS scores between Desktop and AR (Z =−3.74, p < .001Z =−3.74, p < .001Z =−3.74, p < .001),

Desktop and VR (Z =−2.59, p < .01Z =−2.59, p < .01Z =−2.59, p < .01) and VR and AR (Z =−2.88, p < .005Z =−2.88, p < .005Z =−2.88, p < .005). The overall usabil-

ity scores from SUS were for AR (µ = 59.88,σ = 18.25), VR (µ = 72.5,σ = 14.4) and Desktop

(µ = 82.38,σ = 11.69).
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Table 5.2 shows results for the likert scale ratings from Table 5.1. For question 4 a Mann-Whitney

U Test revealed no significant difference on the perceived weight of the headset between partic-

ipants in AR and VR conditions. Question 5 on the other hand with the same test showed that

hand tracking was perceived significantly better in VR (Md=6, n=21) than AR (Md=3, n=21),

(U = 112.5, p < .01)(U = 112.5, p < .01)(U = 112.5, p < .01). The rest of the questions can be summarized as follows:

• Participants rate the importance of the task on the Desktop significantly higher than if per-

formed in AR.

• Participants reported significantly having more prior experience in Desktop than in AR and

VR.

• There was no significant difference found on how realistic participants perceived the objects

in the scene in each condition.

• Pressing buttons in the UI canvas was more difficult in AR than in Desktop and VR.

• Desktop was perceived as significantly easier to use to complete the tasks assigned than AR

and VR.

• AR was significantly less enjoyable experience than VR and Desktop.
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Table 5.2: Results on Friedman’s test and post-hoc analysis for post-condition likert scale data
from Table 5.1.

# Friedman’s Test AR vs VR AR vs Desktop VR vs Desktop

Q1 χ2(2) = 10.449, p < .01χ2(2) = 10.449, p < .01χ2(2) = 10.449, p < .01 Z =−1.79, p = .074 Z =−2.93, p < .005Z =−2.93, p < .005Z =−2.93, p < .005 Z =−1.55, p = .122
Q2 χ2(2) = 12.926, p < .005χ2(2) = 12.926, p < .005χ2(2) = 12.926, p < .005 Z =−1.54, p = .123 Z =−2.89, p < .005Z =−2.89, p < .005Z =−2.89, p < .005 Z =−2.41, p < .05Z =−2.41, p < .05Z =−2.41, p < .05
Q3 χ2(2) = 3.304, p = .192 Z =−1.10, p = .273 Z =−1.44, p = .149 Z =−0.89, p = .374
Q6 χ2(2) = 21.913, p < .00005χ2(2) = 21.913, p < .00005χ2(2) = 21.913, p < .00005 Z =−3.50, p < .0005Z =−3.50, p < .0005Z =−3.50, p < .0005 Z =−2.77, p < .01Z =−2.77, p < .01Z =−2.77, p < .01 Z =−1.42, p = .156
Q7 χ2(2) = 23.912, p < .00005χ2(2) = 23.912, p < .00005χ2(2) = 23.912, p < .00005 Z =−3.07, p < .005Z =−3.07, p < .005Z =−3.07, p < .005 Z =−3.51, p < .0005Z =−3.51, p < .0005Z =−3.51, p < .0005 Z =−2.77, p < .01Z =−2.77, p < .01Z =−2.77, p < .01
Q8a χ2(2) = 16.095, p < .0005χ2(2) = 16.095, p < .0005χ2(2) = 16.095, p < .0005 Z =−2.64, p < .01Z =−2.64, p < .01Z =−2.64, p < .01 Z =−3.34, p < .001Z =−3.34, p < .001Z =−3.34, p < .001 Z =−2.47, p < .05Z =−2.47, p < .05Z =−2.47, p < .05
Q8b χ2(2) = 19.902, p < .00005χ2(2) = 19.902, p < .00005χ2(2) = 19.902, p < .00005 Z =−3.08, p < .005Z =−3.08, p < .005Z =−3.08, p < .005 Z =−3.36, p < .001Z =−3.36, p < .001Z =−3.36, p < .001 Z =−2.54, p < .05Z =−2.54, p < .05Z =−2.54, p < .05
Q9 χ2(2) = 16.889, p < .0005χ2(2) = 16.889, p < .0005χ2(2) = 16.889, p < .0005 Z =−2.98, p < .005Z =−2.98, p < .005Z =−2.98, p < .005 Z =−3.25, p < .005Z =−3.25, p < .005Z =−3.25, p < .005 Z =−2.33, p < .05Z =−2.33, p < .05Z =−2.33, p < .05

Q10 χ2(2) = 7.878, p < .05χ2(2) = 7.878, p < .05χ2(2) = 7.878, p < .05 Z =−2.66, p < .01Z =−2.66, p < .01Z =−2.66, p < .01 Z =−2.19, p < .05Z =−2.19, p < .05Z =−2.19, p < .05 Z =−0.05, p = .959
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Figure 5.16: Plot shows the mean values and standard deviations for post-condition likert ratings
from Table 5.1.
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Table 5.3: Results on Friedman’s test and post-hoc analysis for NASA-TLX workload ratings
reported.

# Friedman’s Test AR vs VR AR vs Desktop VR vs Desktop

MD χ2(2) = 22.235, p < .0005χ2(2) = 22.235, p < .0005χ2(2) = 22.235, p < .0005 Z =−1.63, p = .102 Z =−3.09, p < .005Z =−3.09, p < .005Z =−3.09, p < .005 Z =−2.82, p < .005Z =−2.82, p < .005Z =−2.82, p < .005
PD χ2(2) = 33.787, p < .0005χ2(2) = 33.787, p < .0005χ2(2) = 33.787, p < .0005 Z =−0.60, p = .546 Z =−3.62, p < .001Z =−3.62, p < .001Z =−3.62, p < .001 Z =−3.33, p < .001Z =−3.33, p < .001Z =−3.33, p < .001
TD χ2(2) = 6.259, p < .05χ2(2) = 6.259, p < .05χ2(2) = 6.259, p < .05 Z =−0.85, p = .393 Z =−1.89, p = .058 Z =−1.05, p = .292
OP χ2(2) = 8.600, p < .02χ2(2) = 8.600, p < .02χ2(2) = 8.600, p < .02 Z =−0.38, p = .700 Z =−2.54, p < .05Z =−2.54, p < .05Z =−2.54, p < .05 Z =−1.87, p = .062
EF χ2(2) = 9.848, p < .01χ2(2) = 9.848, p < .01χ2(2) = 9.848, p < .01 Z =−1.02, p = .306 Z =−2.63, p < .01Z =−2.63, p < .01Z =−2.63, p < .01 Z =−2.30, p < .05Z =−2.30, p < .05Z =−2.30, p < .05
FL χ2(2) = 21.344, p < .0005χ2(2) = 21.344, p < .0005χ2(2) = 21.344, p < .0005 Z =−2.25, p < .05Z =−2.25, p < .05Z =−2.25, p < .05 Z =−3.27, p < .005Z =−3.27, p < .005Z =−3.27, p < .005 Z =−2.21, p < .05Z =−2.21, p < .05Z =−2.21, p < .05

5.4.3 Workload

To analyze the workload ratings, we used Friedman’s test followed by a post-hoc analysis using

Wilcoxon signed-rank tests for pairs (Table 5.3). Average ratings for the workload are summarized

in Figure 5.17. From the results that we obtained we concluded the following:

• Participants perceived workload similar between AR and VR in 5 of 6 factors measured.

• Frustration levels were significantly higher between AR and VR.

• AR and VR when compared to Desktop show significantly higher workload ratings in 4 of 6

factors measured.

• Own performance was perceived significantly better when using the Desktop condition than

AR.

• No significant difference in temporal demand was found across conditions.
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Figure 5.17: Plot shows the mean values and standard deviations for NASA TLX workload ratings.

5.4.4 Preference

In our preference survey, participants were asked to pick a condition in which they would perform

the following actions: 1) add a component selection, 2) add a perpendicular pulling behavior, 3)

add a rotation behavior and 4) visualize outcome. A chi-square Goodness of Fit Test was performed

to determine whether the proportion of the observed number of subjects choosing a condition was

equal to a group with proportions equally distributed. The proportion of subjects preference did

differ by task 1, χ2(2,21) = 8, p < .019χ2(2,21) = 8, p < .019χ2(2,21) = 8, p < .019. The proportion of subjects picking a condition did not

differ by task 2, 3 and 4.
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Figure 5.18: Preference for each of the four aspects.

5.5 Discussion

In line with results from AffordIt!, the concepts to define the object component’s behaviors were

well received. Overall, participants were able to complete the tasks assigned in the three condi-

tions. A similar interaction workflow was followed and implemented across the three interfaces.

Interaction techniques and visualization changed in each condition evaluated. In the following

paragraphs, our findings are discussed and future directions for more usable AR and VR interfaces

are provided.
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5.5.1 Authoring Time

Hand tracking contributed to Authoring in AR demanding significantly more time than in Desktop.

Interestingly, hand tracking in AR was perceived as less accurate than VR even though the same

component was used. The possible reason behind perceiving hand tracking as an issue in AR is

due to the little feedback used for the hand while being tracked in AR. For instance, in VR hand

tracking lost would involve not seeing the virtual hands at all at any given time. However, in AR the

pointer in the index finger was the only visual cue for hand tracking to be perceived. When losing

tracking in AR the real hand would be still visible as opposed to VR the hand disappears. Tracking

is lost due to participants placing their hands away from the headset view or by the hand getting

occluded by the real object. In VR participants intuitively kept their hands in a better position and

no occlusion from real objects happened. Some participants commented after the study:

User 19: “AR seemed to be more inconsistent with its tracking compared to VR”

User 3: “Tracking is also a problem for AR and VR”

User 2: “AR was really hard to realign my hands and do selections”

5.5.2 Tasks requiring precise interaction

The object component selection with the cubic shape, required participants to look for corners

within the object to place points and accurately surround the component with a selector. Desktop

provided a clear advantage for such a task. For tasks requiring higher precision we recommend

using a more precise input tool or a completely new interaction technique possibly involving the

use of both hands. Participants in AR and VR commented:
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User 13 while in VR: “It was easy to perform the initial interaction with the object.

The challenge was lining up the virtual maker points with the objects edges and not

performing the gesture”.

Users 16, 17 and 19 in AR: “I found it easiest to estimate the distances on the

system, but it was a bit difficult to get the system to interpret the exact points I wanted

to locate.”, “The easiest was to measure volume. a challenge was trying to get the

points exactly where I wanted them to be”, “I think the easiest task was selecting the

area to cut the volume of the door.”

Despite lack of precision some participants in Desktop reported issues while estimating depth of

the cube for the component selection. While this was an issue in Desktop they did not report it

in AR or VR. Figuring out the depth for an object component selection involved in most cases

navigating the scene with the camera or changing camera perspective which was reported by five

participants challenging in Desktop.

Desktop participants 16, 9 and 5: “I found it easy to select the size of the door

at first. It was a bit difficult to calculate how far back the cabinet door went”, “De-

termining depth was more of an estimation and slightly more difficult”, “The easiest

action to perform was clicking on the object itself, the most challenging one was to

figure out depth of the object”

The abovementioned issues justify the significant difference between conditions in error measure-

ments (see Figure 5.15). The desktop distribution’s calculated errors are more compact than VR

and AR.
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5.5.3 Usability

Workload results showed significantly higher ratings for AR and VR. This is expected due to

exertion and more physical demand when navigating the scene. However, AR presents a higher

frustration level than VR and Desktop. Similarly, the raw SUS scores are significantly lower for

the AR condition, with a mean value below the average. The issues with hand tracking and gesture

detection discussed above could have contributed to these scores. Low familiarity of participants

with the immersive systems compared to Desktop is another factor to consider for these results.

Despite this, participants’ comments were positive towards using AR and VR for authoring object

component behaviors:

User 5: “The AR let’s you see how to object would behave more closely in real

life”

User 4: “authoring through AR and VR seems more immersive and natural rather

than desktop, also it resembles a real life experience when it comes to authoring that

behavior.”

User 1: “VR experience was more fun and more intuitive”

User 2: “Desktop interface is very good! I would use it the most I think. But it

is more fun to open a door in 3D. It really feels like I’m opening and closing it more

there.”

User 19: “Authoring in 3D has great advantages from doing the experience. It is a

lot easier to navigate to the objects, and with AR, you can physically touch the objects

117



and model them more accurately. I think as tracking improves, it is definitely the next

step for modeling objects and is much more intuitive”

5.5.4 Recommendation for authoring object components’ behaviors

For tasks involving precise interactions, this work recommends using a Desktop interface. Further

research needs to consider higher precision input tools in 3D that simulates the mouse effect in a

Desktop environment. The object component selection was by far the most difficult part in AR

and VR and most participants preferred a Desktop interface to author such tasks as seen in Figure

5.18. Authoring a behavior did not require high precision in the positioning of points. According

to the preference scores, participants did not significantly choose one condition or the other for

these types of tasks. However, participants found it significantly easier to perform these tasks on

Desktop. As for visualizing the authored behavior, no interface was preferred significantly more

than the other. This work recommends to author behaviors in desktop and visualize results in 3D

immersive environments as it was found more compelling experience as participants report post

experience.

User 17: “Augmented reality made it feel more real since real objects were being

used, so it was easy visualize it a bit more”,

User 14: “AR and VR were pretty similar to me, I feel AR more safe since you

are interacting with the actual environment but I understand cases were VR would be

necessary.”

User 21: “It is very different in terms that we get to visually see what it is in real

life and you can measure with your eyes to get a better feel for how an object should
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behaved. In VR, you are looking at an animated version therefore it is a tad different

and desktop is the same it is a 2d or it does not feel like we are in there for real.”

With the increasing details in realism and graphics capabilities coupled with hardware that provides

high pixel density and higher resolutions for head mounted displays. It is interesting to understand

how much realism affects the experience as participant number 18 mentions in the following quote:

“I think, in AR, it was slightly more difficult to draw the line between reality and

what’s augmented. In the sense of, I am in this virtual world, but these are real objects

made virtual. As a result, the lines were more blurred. In VR, I know it’s virtual, even

if the world around me is real but I know that I do not have to physically interact with

the items. I think that creates a slight mental shift, in terms of accuracy and expected

behaviors. For the desktop, I think it’s easy to get a feel for the behavior to expect due

to the fact that there is no sense of virtual attached to it. It’s an item on a desktop and

you know what outcome to expect in your behaviors.”

Blending highly realistic graphics with reality can change what one expects to do or how an ex-

perience is perceived. This work recommends further research into how interaction and graphics

fidelity affect user experience.

5.6 Future Work & Conclusion

This work implements the AffordIt! concept across three different conditions to better understand

participants perceived ease of use and performance. The conditions followed a similar interaction

flow and differ in the interaction techniques and display. Results from the experiment show that

authoring on the desktop is perceived as more efficient and easier to perform. AR and VR usability
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was affected by limitations on hand tracking, to overcome this issue a higher precision input tool

could be used. A different interface unbounded from the room scenario needs to be proposed to

combat higher AR and VR workloads. An exploration of seated VR and AR coupled with scale-

down objects that fit on a Desktop could help reduce workload as participants would need less

exertion.

We acknowledge that there is a limitation in the study given that the systems were tested with one

task. In the future, a complete evaluation would involve different types of tasks and objects with

different geometries and components within the context of a given scenario.

An additional area for exploration is the seamless use of a 2D canvas for higher precision tasks

within an immersive environment that could allow to visualize the authoring outcome as it happens.

Blending 2D and 3D interactions could alleviate some of the challenges found in this work. As

explained above limitations in hand tracking could have hindered better results for AR and to

less extent with VR. With a more precise interaction tool e.g. stylus, results would improve to

be comparable to or better than desktops. Finally, an additional area for further exploration is

how two or more participants would collaborate to author component behaviors on more complex

digital twins.

This chapter evaluates three custom-built applications adopting the AffordIt principles defined in

the previous chapter. Differences were found across the three interfaces in error measurements

but not in time spent performing tasks. Significance was only found between AR and Desktop for

time completion. Participants favored the Desktop interface due to its ease of use and precision.

However, participants’ perception of AR and VR was reported as very positive and encouraging

from preference results and interview questions. Visualizing the result of the outcome in AR and

VR was well received in comments post-experience. Our findings and challenges were presented

in this chapter, also proposed solutions for future iterations.
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CHAPTER 6: CONCLUSION AND FUTURE RESEARCH

This dissertation presents a set of tools to author scenario-based training simulations. The different

tools from this dissertation were custom-built using AR, VR and the Desktop as interface condi-

tions. Authoring was performed in a real and virtual environment with virtual and real objects.

To minimize the difference in the environment setup, a 3D scan of the room the experiments took

place was used. In addition, the objects used in the experiments resemble digital twins in the real

world. Based on results from our studies overall at the current state when authoring scenario-

based training simulations in Desktop and AR no significant difference was found in performance

time or perceived usability. Similarly, when authoring object component behaviors no difference

was found in time performance between VR and Desktop, but AR and Desktop were significantly

different. As for error measurements for precise tasks, as in the object component selection, the

Desktop was substantially more accurate than AR and VR. Despite the limitations of the studies,

AR and VR were found enjoyable and well-received from participants’ comments. In addition,

AffordIt! with VR controllers yield slightly better results in usability than the counterpart with

hand-tracking interaction.

In the following paragraphs, we will reference each of the experiments with an abbreviation to

identify where the recommendation was drawn from. For chapter 3, scenario authoring, we will

use SCN, for chapter 4, AffordIt! the choice is AFF and for chapter 5, for the object component

behavior authoring in real and virtual objects, the abbreviation is OCB. The identifier is added at

the end of the recommendation.

Recommendations based on our findings in the studies and future work are as follow:

When authoring a scenario:
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1. When authoring from an egocentric point of view, one can lose the global state within the

scenario. A global work progress status is required while in an immersive environment

(SCN).

2. Provide a mode to toggle between author mode and playback mode so as to experience the

scene while authoring (SCN).

3. In Desktop and VR tools, a 3D reconstruction of the scenario is required for context, in

AR the context is given by the real environment coupled with good spatial mapping (SCN,

OCB).

4. Visualizing the outcome was a favorite moment from the AR/VR. When possible we recom-

mend visualizing the outcome while immersed in a 3D environment (SCN).

Future research aspects like the authoring flow from the study in chapter 3 (graph modeling) need

further exploration in 3D environments. This is a feature to improve for situated AR authoring,

and in general how to visualize the progression of the scene authoring while being immersed. A

possible solution could be to use flat areas in the real world, such as walls, or a notebook metaphor

to provide a 2D general view of the progress. Another alternative could be the use of World In

Miniature techniques [138] to have a God-mode perspective.

Adding attributes and actions between real and virtual objects can enhance the realism and fidelity

of the scenario, increasing the participants feeling of immersion in the AR condition. It is an

open question as to how visual realism affects the user’s experience in the Desktop setup, and how

participants are affected by working with different mesh qualities. Currently, high-detail scans

require very expensive devices. In addition, attributes and actions could be made more complex,

for instance, timing or closing events can be added as means to start another action or the flow

of actions can be non-linear. In a future iteration, predefined events should be easy to add non-
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programmatically and support the possible generation of animations.

When interacting with 3D floating panels and UI components

1. We recommend using laser pointing for selection and filling forms in room-size scenarios

(SCN).

2. Floating panel canvas for UI interaction was generally well received and a familiar paradigm

in the three studies performed (SCN, AFF, OCB).

3. Interaction with floating panels and UI components was preferred when user-centric and

easy to reach as opposed to anchoring the 3D canvas to each virtual or real object (SCN,

AFF).

4. From observation, dragging a 3D canvas with a controller by colliding it with the canvas

while holding a button yielded better results than using a pinch gesture while colliding the

hand with the canvas (AFF, OCB).

Particularly, from observation participants felt more comfortable using controllers than hand-

tracking for interacting with 3D UI components such as buttons or moving a 3D canvas to a specific

position. This could be due to familiarity with the use of the controllers and a better sense of track-

ing. Participants rather preferred to have the 3D canvas within their field of view instead of having

to walk to a particular object to interact with. The use of the wrist or specific parts of the body is

an area that could be explored further as it was well received the positioning of an Undo button on

the non-dominant hand of the user recommended by work in [78, 82].

When authoring objects’ behaviors

1. We suggest creating or generating primitives to select and segment mesh components (AFF).
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2. When possible while authoring is being performed show the behavior outcome in real-time

(AFF).

3. Generate interaction templates that can be easily extendable by combining them or attaching

them to one or more objects (AFF, OCB).

4. Bring objects to the users rather than users to the objects. This can be explored further as the

scope of this dissertation was on real-size objects (AFF, OCB).

Future exploration can look into segmenting the objects’ parts automatically through approaches

such as [76, 132, 149]. AffordIt! can be used together with these tools as a human-in-the-loop

tool to modify or adjust the outputs of the automatic segmentation. Intertwining the automatic

approaches with AffordIt! will provide the user with an easy-to-use interface to correct the er-

rors on the automatically segmented areas or use the quickly segmented areas to create affor-

dances/behaviors. One participant commented:

”have the person open the item in AR and have the computer automatically detect the

door and its rotation.”

AffordIt! can be extended with more affordances and mesh cutters with a possible combination of

them to produce more complex behaviors. For instance, we could have an interaction that requires

moving an object in a particular trajectory while rotating it simultaneously, such as the behavior of

a screwdriver. The mesh cutter can be extended to allow for more shape flexibility; for instance, we

could create convex polyhedrons as shown in [133]. Furthermore, we intend to adopt an affordance

framework as seen in Kapadia et al. [69]. Also, we can develop interactions similar to [133] such

that a user can draw the region of interest, snapping points to the most likely portion of the object,

rather than relying on pre-defined selection shapes. This could provide increased accuracy and

remove human error.
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For future work, alternatives to reduce workload can explore seated VR/AR while immersed in a

3D environment. The use of traditional interaction techniques within the immersive environment

should be considered [37]. Another alternative to reduce the workload is to work with miniature

replicas that can fit within a desktop space. The authoring can happen in the miniature digital twin

and is visualized in the real environment.

An additional exploration for object behavior authoring is using passive haptics to author real ob-

jects. A participant can be immersed in VR, and the visuals are entirely virtual, mapped to the

real position and dimensions of the real objects in the scene. Finally, collaboration can be ex-

plored more in the context of authoring scenario-based training simulations and object component

behaviors.

About input devices and visual cues

1. For tasks requiring precise interaction, explore a different tool, such as a stylus or develop a

different set of 3D interaction techniques for it (OCB).

2. Provide visual cues in AR for notifying hand lost tracking without breaking immersion

(OCB).

3. Provide more visual aids to help participants perceive better depth (AFF, OCB).

The only task requiring precise interaction involved finding corners in each of the objects to create

a region of interest, this was particularly challenging for participants as in some cases hand shaking

or distance perception would hinder the exact positioning of the point within the expected bounds

of the component. An additional challenge was found when the hand lost tracking however was

still visible in the view of the participant since the hand was not hidden as in the VR counterpart.

These precise interactions are similar to modelling or drawing which require a higher sensitive
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input device to provide the users with the ability to point and click as in a traditional Desktop with

a mouse. Another approach to solving precise interactions is to snap to corners or edges in the

objects. To achieve this a more intelligent assistive technique is required for further exploration.

We provided different guidelines and strategies that could further improve the usability and reduce

the workload of authoring tools implementations in the context of scenario and object behavior’s

authoring. Decisions taken in user interfaces and system designs were grounded in previous work

as well as principles and design guidelines for building 3D UI interfaces. Through experimentation,

different approaches and interaction devices were used to test its effectiveness and details are given

in each chapter to justify the findings. This dissertation considers scenarios that take place within

a room size and object behaviors positioned permanently in the environment. At the macro level,

Future work can focus on:

• A different area of the space continuum defined in Figure 1.1.

• Narrow down to complete definitions of scenarios with linear and non-linear progression.

• Explore the affordance templates to create nested interactions with more complex behaviors.

• Consider other aspects from the object interaction definition by Kallmann [64]. Aspects such

as objects’ manipulation metaphors.

While the Desktop interface presented clear advantages such as familiarity and well-known estab-

lished interaction techniques. Results from studies also showed participants’ high engagement and

joy while using immersive approaches. This thesis concludes that an immersive approach does not

necessarily need to provide better capabilities than a Desktop interface in all aspects. However, in

order to take full advantage of situated authoring, excessive workload and low usability are needed

to be improved so as to not be a factor that could hinder the potential benefits of authoring in-situ

augmented reality scenario-based training experiences.
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