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ABSTRACT
Mobile applications (“apps”) developed to promote online safety for children are underutilized and rely heavily on parental control features that monitor and restrict their child’s mobile activities. This asymmetry in parental surveillance initiates an interesting research question – how do children themselves feel about such parental control apps? We conducted a thematic analysis of 736 reviews of 37 mobile online safety apps from Google Play that were publicly posted and written by children (ages 8-19). Our results indicate that child ratings were significantly lower than that of parents with 76% of the child reviews giving apps a single star. Children felt that the apps were overly restrictive and invasive of their personal privacy, negatively impacting their relationships with their parents. We relate these findings with HCI literature on mobile online safety, including broader literature around privacy and surveillance, and outline design opportunities for online safety apps.
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INTRODUCTION
Adolescent online safety within mobile contexts has become a salient and problematic issue for families, because: 1) mobile smart devices are the most prolific medium for communication, 2) these devices lend themselves to “near constant” access to the internet, and 3) this access is often unmediated by parents [7,9]. Teens generally have a strong sense of personal privacy when it comes to their mobile devices [11], making the negotiation process between parental control and teen autonomy difficult to manage [16]. As a result, parents are often unaware or underestimate the amount and types of social media apps their teens use [7], as well as the online interactions their teens experience, which may put them at risk [65]. Since parental mediation has been identified as a key protective factor against harm resulting from negative online experiences [39], unmediated access to the internet via personal mobile devices, may be the weakest link in ensuring the safety of teens online. Recent research suggests these concerns may also extend to younger children (under the age of 13) as children access the internet from mobile devices at increasingly younger ages [22].

According to a 2016 Pew Research study, parents use a wide array of strategies to monitor their teens’ technology use, including 16% of parents who install parental control applications (“apps”) on their teens’ mobile devices to filter and block inappropriate online activities [1]. In 2017, Wisniewski et al. [63] conducted a review of commercially available parental control apps and concluded that these apps approached online safety in a very heavy-handed manner (through parental restriction and monitoring) that ignored teens’ needs for privacy and autonomy. Yet, a limitation of this research was that it was conducted as purely a technical investigation of app features without providing any empirical evidence to confirm what teens (or younger children) actually thought about these apps. Therefore, the goal of our research is to build upon and triangulate Wisniewski et al.’s conclusions by examining the perceptions of children (including teens) who use (or parents who installed) parental control apps on their mobile devices. We pose the following research questions:

RQ1: Do children generally like or dislike when parental control apps are installed on their mobile devices?

RQ2: What rationale do children provide for liking or disliking parental control apps?

RQ3: How can we take children’s viewpoints into account when designing mobile technologies for their online safety?

To answer these questions, we conducted a thematic content analysis of 736 online reviews publicly posted by children, who felt strongly enough to post their opinions about mobile parental control apps via the Google Play app store. To our knowledge, we are the first to use online
reviews (or “found data”) to capture children’s unfiltered opinions about mobile online safety apps. In doing so, our paper makes the following unique contributions:

- We contribute knowledge to the broader domain of the privacy and surveillance literature by examining the tensions that arise due to the inherent power and information asymmetries that are created within parent-child relationships when parents install parental control apps on their children’s mobile devices.
- We highlighted the otherwise unheard voices of more than 700 children to give them more agency and control regarding the design of future mobile online safety apps.
- We make design-specific recommendations to improve the acceptance and effectiveness of online safety apps using a “child-centric” assessment of users’ needs.

BACKGROUND

Privacy, Social Surveillance, and Visibility
There is a rich body of work in SIGCHI around online privacy, surveillance, and visibility. While most of this work is not centered around parental monitoring of their children’s online activities, they do provide relevant insights. For instance, the idea of networked privacy [42] has become a prominent area of research (i.e., privacy is not just about individual control or disclosure but can also depend on one’s social network, especially on social media where content can be shared by one’s friends). Many researchers have also drawn from Nissenbaum’s theory of privacy as contextual integrity [44], i.e., privacy is a negotiation of information between two or more parties depending on certain norms, biases, assumptions, and culture. Communication Privacy Management theory has also been leveraged within the SIGCHI community to frame privacy as a boundary negotiation process, where individuals choose to make sensitive disclosures, which then become co-shared information with one’s confidants [49]. Recently, networked privacy [42] has also been used to examine how visibility within social networks affects privacy decisions.

These privacy theories center around the notions of information disclosures and visibility. Visibility of our actions affects how we think about or make impressions about one another. In turn, our social connections and various audiences use visibility as a means to socially surveil us and form impressions [15, 23]. In the case of children, this is especially true. Children are in the process of newly constructing their social identity online [40], as well as learning how to navigate complexities, such as when and how to make appropriate information disclosures while interacting with others in online spaces. Parental surveillance adds yet another layer of complexity, as children now have to make such decisions (and mistakes) under the watchful, and often judgmental [65], eyes of their parents. Yet, unlike the various privacy theories, which tend to assume that users’ have some level of control over their disclosure decisions [44,49], children often do not have a choice in the matter. Especially in cases where parents opt to use technical monitoring on their children’s mobile devices, sensitive information disclosures become compulsory [63]. This may create unique tensions between parents and children as there are explicit trade-offs between the child’s (especially for teens) digital privacy needs and their online safety [11,16].

Families and Mediating Technology Use in the Home
The majority of empirical research in the field of online safety relies heavily on survey-based parent and child self-reports around the child’s online risk experiences and the factors that contribute to the likelihood of increased risk exposure [50]. Researchers from the SIGCHI community [7,11,28], have studied families and technology use more holistically; for instance, Blackwell et al. [7] studied the tensions that exist between parents and children around technology use in the home. They found that parents underestimate teens’ social media use, teens’ sometimes felt like their parents ignored their requests for privacy, and family rules around technology use were often broken by both parents and children. In contrast, Cranor et al. [11] found that parents agreed that teens need some degree of privacy, so that they can gain independence in online spaces. Meanwhile, Hiniker et al. [28] found that parental rules that constrain technology use (e.g., banning Snapchat), as opposed to context of use (e.g., “no phone at the dinner table,”) were less likely to be broken. A common theme among these studies was the focus on the broader context of technology use in home settings and the tensions between parents and children around rule-setting to manage expectations and boundaries. None of the aforementioned studies specifically examined children’s perceptions of having online safety apps installed on their smartphones.

Mobile Phones as a Tool for Parental Surveillance
Giving children cell phones can provide parents a means to monitor their child’s physical whereabouts and serve as a “transitional object” as teens begin to separate from their parents [10, 52, 61]. Yet, those who have examined parental monitoring and parent-child perceptions of risk (in offline contexts) have found that surveillance and tracking may not be the most effective solution, as it may perpetuate paranoia and fear on the part of both parents and children [47, 56]. For instance, Boesen et al. examined mobile-based location tracking and found that such tracking devices had the potential to undermine trust [8]. This has also been examined (with similar findings) by social computing researchers in at-home settings between family members [46, 58]. Yet, less is known about how privacy boundaries are affected when mobile devices are used to explicitly monitor children’s online activities via their mobile devices.

A More “Child-Centric” Approach to Online Safety
The central argument of our work is that children, particularly teens, should play a pivotal role in the design and development of the mobile apps that are designed to keep them safe. According to Poole and Peyton [51], “as a
population, adolescents are understudied, poorly understood, and weakly represented in interaction design research” (p. 216). Involving adolescents in research is a challenging task, which has historically resulted in fewer studies that devote their time to working directly with teens [51], especially in the realm of online safety [50]. In 2009, Rode et al. [53] motivated their ethnographic study of 27 children and their security practices in the home based on the fact that children are often overlooked or marginalized within the HCI literature. Fortunately, researchers have begun to recognize the benefits of finding novel ways to involve children in the design phase for developing effective and interactive technologies to solve problems relevant to them, such as using participatory design approaches with teens to address cyberbullying [2]. Similarly, an over-arching theme within Wisniewski et al.’s research on adolescent online safety [63,64,66,67] has been to challenge others to take a more “teen-centric” and “resilience-based” approach. Such work has led to a paradigm shift away from more risk-adverse approaches of shielding teens from online risks to strength-based approaches for helping teens thrive in spite of the online risks they might encounter [34,64,67]. Our work adds to a growing body of literature that aims to give children a voice in the design of technologies that not only protect them, but may also directly benefit them.

FRAMEWORK OF TEEN ONLINE SAFETY STRATEGIES

Wisniewski et al.’s [63] work, which examined the features offered in existing mobile online safety apps, most closely motivates our current work. They created a theoretically-derived Teen Online Safety Strategies (TOSS) framework [63], which was used to illustrate the imbalance between strategies that support parental control versus teen self-regulation. The TOSS framework included three parental control strategies: 1) monitoring, passive surveillance, 2) restriction, rules and limits regarding use, and 3) active mediation, communicating with one’s teen. The three teen-self regulation strategies included: 1) self-monitoring, awareness of one’s own actions, 2) impulse control, managing short-term desires to avoid long-term consequences, and 3) risk-coping, dealing with risky online interactions once they occur [63]. In this prior work, the researchers illustrated a striking imbalance in features that supported parental control (89%) over teen self-regulation (11%) and, from a technical standpoint, showed how teens seemed to be ignored in the design of these mobile apps. In the next section, we explain how the TOSS framework served as a theoretical lens for our qualitative analysis.

METHODS

Data Collection

Analyzing user reviews is a common practice for understanding users’ opinions [19,54], though it has not been used in the context of apps for online safety. Therefore, we scraped publicly available user reviews based on Wisniewski et al.’s [63] list of 75 adolescent online safety apps available on Google Play. In August 2016, we used a program called Heedzy [70] to download the Google Play reviews into a comma delimited file. Each review had the following attributes: 1) app name, 2) date, 3) user name, 4) review, and 5) rating. Ratings were numerical values (represented as a “star”) given by the user, ranging from 1 = worst to 5 = best. Our study did not require an IRB protocol because all reviews were publicly available, and we did not interact with any human subjects during data collection. A total of 29,272 user reviews for 66 apps were scraped. The app count went from 75 to 66 because a number of the apps from the previous work were no longer available.

Early on, we weighed the strengths versus the weaknesses of relying on online reviews to inform our research. The weaknesses of this approach include concerns that online reviews are bimodal, represent extreme viewpoints [32], and can be manipulated [30]. Yet, others have found the strengths of online reviews to be that they are helpful [37], dependable [3,31], and a useful, unobtrusive technique to inform product development [33]. Ratings and reviews add value to both app developers and potential new users by providing a crowd-sourced indication of app quality [59]. Online user reviews can also provide valuable insights that impact product sales [14]. We concluded that because qualitative and interpretive inquiry focuses on themes that emerge and converge across multiple informants, often embracing potential “outliers” [21], the benefits of being able to collect such a large sample of relevant feedback from actual teen app users, outweighed the limitations of using review data. Further, since we are triangulating Wisniewski et al.’s [63] findings from their feature analysis of these apps, this allows us to ground our work in their previous results. Therefore, in light of the novelty of our approach and these considerations, we proceeded with our in-depth qualitative analysis that uncovered latent stories underlying these reviews.

Data Analysis Approach

Upon initial analysis of the 29,272 scraped reviews, we determined that it was relatively easy to distinguish between teen reviews versus parental reviews. For example, teens often used phrases like “my parents,” while parents would use phrases such as “my daughter.” An example of a parent review is shown below:

“This app is great. The tasks help make it easy to keep my daughter on task. And that I can see where she’s been online is great things.” –Five Star, Screen Time Parental Control, 2015

Since Google Play reviews are made by a single user account in which an app is installed, this implies that the scraped reviews were most likely mutually exclusive – either written by parents or children. With only a few hours of targeted key word searching (e.g., “my parents,” “my mom,” “my dad,” “my father,” “I am * old,” “years old,” and “my step”) we found over 450 reviews posted by children. The first author then went through all 29K reviews manually to identify those made from the vantage point of a
child. An undergraduate research assistant went through the entire data set again to find any other reviews that may have been missed. Our final data set includes 736 child reviews for 37 apps. Of the 66 apps, 29 apps did not appear to have any reviews written by children. Upon further examination, these apps either were not primarily used for child online safety (e.g., pornography addiction apps, anti-theft apps) or had a low number of total reviews.

Next, we conducted a thematic content analysis [17] to characterize the rationale for why teens liked or disliked the apps they reviewed. We leveraged a hybrid approach of template coding [17] based on theory (i.e., Wisniewski et al.’s TOSS framework [63]) and open-coding to allow flexibility for new themes to emerge. First, we coded the data based on the TOSS framework, which was derived from theoretical underpinnings in developmental psychology on the different approaches to promoting adolescent online safety [63]. However, we somewhat adjusted the lens by which we applied the TOSS framework; first, we coded child reviews based on whether they mentioned the six online safety strategies in some capacity but without regard to whether they liked the strategy or not. Second, we noted whether the use of such strategy was viewed positively or negatively.

Finally, we used a grounded, thematic approach [68] to identify other themes that were present in the reviews but not represented by the TOSS codes. The first author and research assistant independently coded all teen reviews with the lens of trying to understand the underlying rationale behind why teens liked or disliked the parental control apps. Then, the two coders met to discuss, form a consensus, and merge their codes. Axial coding [57] was used to align sub-themes into over-arching themes. The first author made a final pass through all of the child reviews to make sure that all codes had been applied consistently across the data set. We allowed multiple codes to apply to each review and double-counted in these instances. Table 1 summarizes our final codebook, including the pre-defined codes from the TOSS framework (in bold), as well as twenty-four additional codes that emerged and were grouped under the seven main themes presented in this paper. Percentages represent the frequency in which each theme emerged.

We found that most reviews were written quite dichotomously—children either liked some aspect of the apps (not really loved) or disliked (pretty much hated) the apps. Even though a single review could reflect both positive and negative sentiments about the app during the coding process, we found that the ambivalence expressed in a minority of reviews was not relevant for discussion. Therefore, to facilitate the presentation of our results, we decided to split the reviews based on their star ratings (past research [29] also confirms that the content of the reviews are often highly correlated with their star ratings). We considered a review with a rating with less than or equal to 2 stars as a low-rated review, and a rating of 3 or more stars as a high-rated review. We identified 581 low-rated reviews (i.e., “Disliked”) and 155 high-rated reviews (i.e., “Liked”).

**RESULTS**

**Sample Characteristics**

Reviews were posted between 2012 and 2016 given the following distribution: 2012 (<1%); 2013 (3%); 2014 (22%); 2015 (39%); and 2016 (36%). We observed ten instances where a child (based on username) left a review for multiple apps, and six reviews were left anonymously as, “A Google User,” suggesting our analyses incorporates the opinions of at least 700 different child users ranging in age from 8 to 19. We found that some apps had a larger representation of child reviews than others. Screen Time Companion App had a total of 216 reviews, which represented 29% of the entire data set. Qustodio Parental Control and Mobile Fence Parental Control each had 80 reviews, representing another 22% of the data set. Generally, we saw a pattern where apps that had more child reviews typically had more downloads and total reviews overall. These apps, therefore, might have a larger user-base than some of the apps that had fewer child reviews.

Star ratings presented with the following distribution: 1 star (76%); 2 stars (3%); 3 stars (4%); 4 stars (3%); and 5 stars (14%). We found that the majority (79%) of children overwhelmingly disliked these apps, while a small minority (21%) of child reviews saw benefits to the apps. This is

---

<table>
<thead>
<tr>
<th>Main Themes</th>
<th>Codes*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overly Restrictive (35%)</td>
<td>restriction, rebellion, blocking, lack of freedom, oppressive, and anger</td>
</tr>
<tr>
<td>Privacy Invasive (23%)</td>
<td>monitoring, privacy, stalking, and lack of respect</td>
</tr>
<tr>
<td>Bad Parenting/ Lack of Communication (14%)</td>
<td>active mediation, upfront, communication, and lazy</td>
</tr>
<tr>
<td>Faulty Design and Usability Issues (14%)</td>
<td>usability, design flaws, performance, and bugs</td>
</tr>
<tr>
<td>Control Unhealthy Behaviors (23%)</td>
<td>impulse control, productivity, time management, addiction, and self-motivation</td>
</tr>
<tr>
<td>Kept them Safe (17%)</td>
<td>risk-coping, peace of mind, and siblings/others</td>
</tr>
<tr>
<td>Ability to Negotiate and More Freedom (12%)</td>
<td>active mediation, self-monitoring, good communication, negotiation, and freedom</td>
</tr>
</tbody>
</table>

* Template codes based on the TOSS framework are shown in **bold**.

Table 1. Final Codebook
interesting and is an interpretive confirmation that online reviews are bimodal and come from extreme viewpoints [19]. We also compared the mean and standard deviation of child reviews \((M=1.79; SD=1.48)\) to the remainder of the data set \((N=28,536)\) reviews that were presumably made by parents \((M=3.66; SD=1.79)\). Children rated the apps significantly lower than parents (mean difference between parents mean score was 1.866 (95% CI, 1.76 to 1.98) higher than children’s mean score, \(t(793.34)=33.77, p<0.05\)).

Below, we present our results as children’s rationale for disliking or liking mobile online safety apps. Illustrative quotes indicate the star rating as well as the app which was reviewed by each child. However, to maintain the confidentiality of the child users who posted reviews, we excluded user names and any other personally identifiable information when quoting from our data set.

**Why Teens Disliked Apps**

Approximately 79% \((N=581)\) of the reviews were classified as low-rated. We analyzed these low-rated reviews and identified three emerging themes for why children in our study did not like these apps; we discuss each theme and sub-themes that emerged from our data below.

**Children Found the Apps Overly Restrictive**

Thirty-five percent of the reviews expressed that children thought that the apps were overly restrictive. However, 28% of these reviews didn’t mention specific features were being blocked. Instead, children focused on the unwanted oppression itself and how such restrictions would lead them and other children to rebel against their parents:

“This app sucks. It has to much restriction. Parents if you really want your kids to hide more things from you and be more rebellious then get them to down load this app. Because they will become more defiant the more you restrict them and they will make your life a living hell because your overprotective.” –One Star, Mobile Fence Parental Control, 2015

Many reviews suggested that the apps were so restrictive that the children could no longer accomplish everyday tasks, such as doing their homework:

“This app blocks just about everything! I'm a kid and I can't go on anything, not even my homework website.” –One Star, Norton Family parental control, 2014

Children often complained that they could no longer use their phones for their intended purposes, so they were frustrated with their parents:

“My mom put this on my phone and now i cant do anything so why should i even have a phone.” –One Star, Kids Place - Parental Control, 2014

They equated the high level of restriction to a lack of personal freedom. They felt that it was ironic that their parents would give them a personal digital device then limit the capabilities of what it was supposed to do:

“I don't even know why they make this kind of stuff! If a kid is old enough to have a phone or tablet, they are old enough to have FREEDOM.” –One Star, Custodio Parental Control, 2015

We noted the types of mobile activities children said were being restricted, and in 21% of the reviews, screen time restrictions were the most common. Children hated the time limits parents enforced on their phones and were frustrated at the negative impact of these restrictions, such as hampering their social lives:

“This is the worst app ever I can't even spend 2 hours on my phone today I am only allowed to go on my phone 1 time a day for only an hour I mean I am 15 I I have a life I have friends I have things to do and my friends with think I've deserted them.” –One Star, Screen Time Companion App, 2016

Interestingly, we did not find any reviews where children were upset because the apps restricted them from inappropriate behaviors (e.g., watching porn). Instead, they considered the apps being “ridiculously” overly restrictive:

“It doesn't just protect you from the porn and stuff, it protects you from the whole internet!! It wouldn't let me look up puppies!! If I can give it less than a star I would!!” –One Star, Net Nanny for Android, 2014

Children who used words such as “restrict,” “block,” or “limit” in their reviews often used strong language, such as “hate,” “horrible,” “dumb,” “bad,” and “sucks.” In short, children did not simply dislike the apps that they thought were overly restrictive; they despised them.

**Teens Felt the Apps Were Invasive of Their Privacy**

In another 23% of the low-rated reviews, children thought that the online safety apps violated their personal privacy and equated the apps to a form of parental stalking:

“This totally takes ALL my privacy away. I can’t even talk to my biological dad, or my boyfriend, or best friend with out being stalked by my mom.” –One Star, SecureTeen Parental Control, 2015

They brought up how they felt that the apps that monitored their every move negatively impacted the trust relationship they had with their parents:

“This app will cause trust issues with your kids. Ever since my dad installed this app, he and I have grown farther apart. If he doesn’t trust me enough to use my phone, then why should I trust him?” –One Star, SecureTeen Parental Control, 2015

Others alluded to parents not giving them mutual respect by disregarding their privacy and insinuated that parents would not like if they were being treated with the same level of disregard:

“My mom put this on my phone. Awful invasion of privacy! Worst thing ever! Parents should be ashamed of themselves
for downloading this app because you are invading the private lives. Will be putting this on my mom's phone and seeing what happens! This is evil!" –One Star, SecureTeen Parental Control, 2014

Based on the reviews related to parental monitoring, children were annoyed that the apps tracked their “each and every move,” ranging from their call logs, SMS messages, to social media activities.

Why Not Just Talk to Us?
In about 14% of the reviews, children were very vocal in their opinions about the apps not aligning with good parenting techniques, such as communicating with them or trusting them to make good decisions:

“Seriously, if you love your kids at all, why don't you try communicating with them instead of buying spyware. What's wrong with you all? And you say we're the generation with communication problems.” –One Star, SecureTeen Parental Control, 2016

Others pointed out that they would rather their parents just be upfront with them and ask to see their phones. Monitoring and restricting their mobile activities through an app was disrespectful:

“Fantastic. Now now my mom is stalking me. I have nothing to hide. You can always just ask to go through my phone. Too invasive and down right disrespectful. Thanks for the trust, mom.” –One Star, MamaBear Family Safety, 2014

Some teens pointed out that their parents were trying to use apps designed to monitor and restrict the mobile activities of younger children. They often felt it was inappropriate to use such apps for teens, and it was a “lazy” way to parent:

“This is a app for little kids like 10 or younger, I am 15 and my mom still put this on my phone. Parents should monitor there kids phones but I feel this app is to restrictive. So parents, don't take the lazy way out of parenting your kids, give them a chance with there phones. This really is a lazy parenting method of monitoring your child.” –One Star, Screen Time Companion App, 2016

These teens felt that these apps were a poor way for parents to try to regulate the mobile activities of teens, as opposed to talking with them, trusting them, and taking more active approaches to parenting.

Faulty Design and Implementation of Apps
One final theme emerged from the data for why children did not like the apps. Fourteen percent of children commented on design flaws and performance issues of the apps. Performance issues included slow operation, difficulty using the app, bad battery life, and glitches:

“If I could this app I would give it a -5 starts this is a piece of poop it messes up my phone and it is more of a pain in the butt this need to be fixed of all its glitches.” –One Star, NQ Family Guardian, 2014

Other children were frustrated that the apps did not work as they were supposed to, even for their parents:

“It's difficult to use. It doesn't work the way it's supposed to at all...My father has had to go through many hours of trying get this application to work correctly.” –One Star, Net Nanny for Android, 2016

Some children disliked the apps but enjoyed their design flaws, which let them remove the apps from their phones:

“I'm,15 years old and I was not ok with this app and just like all the other crap they throw at me I bypass I bypassed this app in less then 5 minutes y'all need to do better.” –One Star, Screen Time Parental Control, 2016

In summary, children in our study generally did not like the apps when they malfunctioned; yet, they also did not like the apps when they served their intended purposes.

Why Children Liked Apps
Only 21% (N=155) of the reviews were classified as high-rated and were grouped in three emerging themes below.

The Apps Helped Children Control Unhealthy Behaviors
Of the high-rated reviews, 23% of the reviews expressed appreciation that the app helped the children better manage their time, control unhealthy behaviors, and become more productive. For example, reviews talked about how these apps helped them control inappropriate impulses, such as being on their phones way too much:

“Me and my parents understood I needed this app. I was out of control but now with screentime I'm back on level ground.” –Five Star, Screen Time Companion App, 2014

Some teens also realized the benefits of apps that helped them better manage their time and do better in school:

“I'm a teenager and I was glued to my phone but this app helped me manage myself very well! So thanks, your app improved my math grade!!!!” –Five Star, Screen Time Companion App, 2014

Others wanted to break unhealthy behaviors, such as addictions to pornography:

“I have a porn addiction and this app has saved my life.” –Five Star, Mobile Fence Parental Control, 2016

Some children admitted they still found ways to look at porn, but they reduced the behavior because they wanted to earn their parents’ trust:

“My parents put this on my phone...to protect me from porn. I have found ways around it but I don't use them because I want my parents to trust me.” –Four Stars, Screen Time Companion App, 2016

Other children might not have originally liked the idea of an app that limited their screen time, but in the end, they respected their parents’ decision because they realized that other things were more important:
“I'm a 14 year old girl. Yes, I like to keep up to date with social media and all of that but I do respect the decision of parents to use this app because it is bad for the eyes and brain to have you face stuck into an iPad all day and I'm no fully mature adult or a mother but it would be a good lesson to teach your child(ren) to enjoy whats around them such as sunny days, friends and family. that they have now. I'm getting this app to use on myself so I am not head and eyes into things that are unimportant.” –Three Star, Screen Time Companion App, 2014

Some teens even opted to install apps themselves to help them regulate their own unhealthy mobile behaviors:

“I am a 19 and I'm using it for myself. Thanks a lot :)” –Five Star, ShieldMyTeen Parental Control, 2016

“Im getting this for myself im 13 I need it bad I am on lots and I hate myself because of it. And if the creator can make an internet seach blocker that would also be good for me.” –Five Star, Screen Time Companion App, 2014

Many of these positive reviews were for Screen Time Companion, which had the largest representation in our data set. Teens who liked this app tended to agree that they had a problem disconnecting from their phones and liked that the app helped them to do so.

**The Apps Helped Keep Children Safe**

In about 17% of reviews, children talked about how apps made them feel safer. For instance, some teens had a peace of mind because their parents were watching over them:

“My dad has a way. Where he can see everything I post on social media and more to keep me safe thanks mama bear” –Five Star, MamaBear Family Safety, 2014

Other children talked about SOS emergency features that allowed them to contact their parent for help:

“If my mom is not at the bus stop I can hit panic and she can come to get me.” –Five Star, NQ Family Guardian, 2014

Some children used the apps to protect their mobile devices (and their privacy) from their siblings:

“I love this app! it keeps my sisters from going on things I don't want them to and buying things that will come off of my moms credit card.” –Five Star, Kids Place - Parental Control, 2014

While infrequent, some children saw some protective benefits of the apps, even if they were to protect their privacy from the prying eyes of others or to notify parents when the child needed assistance.

**Children Could Negotiate with Parents for More Freedom**

Another 12% of the positive reviews mentioned that apps helped children communicate or negotiate with their parents for more freedom with their mobile devices:

“Our mom appreciated the reward system that some apps offered. Using this system, parents are able to provide positive reinforcement for their children via the app:

“Of course I'd rather not have it, but the flexible features makes it easy to negotiate with your parents.” –Three Star, Mobile Fence Parental Control, 2015

Children appreciated the reward system that some apps offered. Using this system, parents were able to provide positive reinforcement for their children via the app:

“My dad installed this onto my phone, now I'm on track more! I also love the reward time system, really creative!” –Five Stars, Screen Time Companion App, 2016

In some cases, children felt that they actually had more freedom to use their device because, otherwise, their parents would always be looking over their shoulders:

“Without this app, I wouldn't be allowed to have a tablet. I can do pretty much what I want, my parents aren't always looking over my shoulder.” –Five Stars, Funamo Parental Control, 2015

Children who liked the apps seemed to feel that the app either helped get their parents off of their backs, provided a reward system for positive behaviors, or at least let them negotiate limits set by the apps with their parents.

**DISCUSSION**

We discuss the theoretical and practical implications of our results, as well as make design-specific recommendations for future mobile online safety apps.

**Triangulating Wisniewski et al.’s Findings**

The unique contribution of our work, compared to Wisniewski et al.’s [63], is that their earlier research worked to understand what features embedded within the apps supported teen online safety, while we work towards understanding whether these features actually meet the needs of child users. In our analysis, children rarely mentioned specific features (unless they were discussing usability issues) of the respective apps; instead, they referenced the positive and (mostly) negative consequences that the apps had on their lives. Therefore, without the TOSS framework, we would have been unable to triangulate our findings with Wisniewski et al.’s feature analysis because reviews and features were not one-to-one.

Yet, comparing our results through the TOSS framework (As shown in Figure 1), the reasons why children disliked apps aligned directly with the TOSS dimensions for parental control [63]; these were the online safety strategies that Wisniewski et al. [63] found were well-supported in the feature sets of the existing apps. In contrast, the reasons why children liked the apps aligned directly with the TOSS strategies that supported self-regulation, which Wisniewski et al. found to be woefully unsupported in the existing apps.

Children saw the apps as overly restrictive (i.e., parental restriction) or invasive of their personal privacy (i.e., parental monitoring) instead of promoting features that directly benefitted them.
We found that child reviews were more positive when they felt that the apps afforded them more agency (i.e., self-regulation) or improved their relationship with their parents (i.e., active mediation). For instance, some children found apps useful when they helped them control unhealthy or addictive behaviors (i.e., impulse control) or gave them more awareness of their unhealthy behaviors (i.e., self-monitoring). Children were open to using online safety apps when they saw direct benefits, such as managing unhealthy behaviors. Further, we uncovered an interplay between self-monitoring and parental active mediation (as illustrated by the arrow in Figure 1) that suggests that when children are given the room to be more self-aware, this allowed them to have more agency in negotiating rules set by their parents for online safety regulation. Thus, our results indicate why, from a child’s perspective, it is important to strike a better balance between parental control and self-regulation.

### Asymmetries in Parental Control App Design

As we stated earlier, children are in the process of understanding and creating their own personal identities online [40]. Our research empirically illustrates how this process is further complicated when parents create asymmetric power differentials that attempt to control and monitor their children’s online behaviors, especially for teens. On one hand, parents have a legal, ethical and moral obligation to manage the safety of their children; on the other hand, teens are making developmentally appropriate strides to separate themselves from their parents’ authority over their lives [5,6]. This tension is implied (but not specifically addressed) in current and prevalent models of networked privacy [42]. There has been some recent work [18,24] on understanding what symmetric visibility means for perception of impressions and surveillance in social networks but none that specifically looks at the complex dynamics between parents and children. Communication studies have also examined the effects of parental privacy invasions in offline contexts [35], and our work further carves out a space to examine these privacy tensions within mobile and online contexts.

Children who posted reviews disliked when apps were overly restrictive, privacy invasive, took away their autonomy, and negatively impacted their relationship with their parents, showing they valued open communication and a trust-based relationship with their parents. We found that most children strongly disliked mobile online safety apps and seemed to be forced to use them by their parents who installed the apps on their mobile devices. Ultimately, they resented the asymmetry created by parental control apps, which was reflected in their reviews. A lot of discussion around the interrelated themes of online privacy, surveillance and visibility centers around the notion of asymmetry in visibility and in information access [9,25,41].

Thus, it is no surprise to us that the majority of child reviews were negative and focused on the forcefulness of their parents in imposing parental control apps on them. This is because these apps created a discernable imbalance, in terms of information and power, violating their contextual integrity [44] (as their information was being intercepted by unintended audiences, i.e., their parents) and exerting too much control over their online lives. The apps were less equipped to support parental active mediation or empower children in any meaningful way. Hence, the currently available parental control apps may undermine trust and harm children’s relationship with their parents, and thus, are not the ideal solution for protecting them, at least in their present form. Instead, non-techno-centric approaches [4] that do not rely on technology could be used as a solution and, instead, promote face-to-face interactions between parents and children. With this in mind, we provide a number of online safety design recommendations that may work toward rectifying some of these issues.

![Figure 1. Triangulating Wisniewski et al.’s (2017) results through the TOSS Framework.](image-url)
Implications for Design

Many of the recommendations below are specific to teens, as opposed to younger children, due to their differing developmental needs for autonomy. Additionally, regulations, such as COPPA [69], provide legal safeguards for children under the age of 13 that discourage independent use of online services, such as social media, without parental supervision. As such, some of these recommendations may not be legally appropriate for younger children. However, our analysis suggests that children share many of the same concerns as teens regarding the restrictiveness and privacy invasiveness of parental control apps. Therefore, more research should be conducted to determine whether the recommendations below may also be useful for younger children.

Designing for Safety with Privacy in Mind

While the mobile apps analyzed provide a more transparent window into children’s lives to calm the fear of parents, this transparency also seemed to come at a cost. During adolescence, teens need more personal and psychological space for positive development; privacy also becomes very important in terms of the parent-teen relationship in order to build trust and allow teens a level of personal autonomy [16,48]. A recent study [26] reveals that too much restriction or monitoring could hamper parent-teen trust relationship. Yet, Blackwell et al. [7] found that the “practical obscurity” (i.e., how information can be hidden from others) of children’s mobile devices also creates anxiety for parents and encourages them to use more restrictive parenting strategies. In such situations, technology should help parents and teens (who have intergenerational differences) negotiate freedoms teens have online, which would help parents better manage their teens’ mobile use and reduce tensions between parents and teens [27,36].

To compromise on a solution that may meet both parents’ desire to keep their children safe and teens’ desire to uphold personal privacy, we recommend that app designers create online safety apps that employ a level of abstraction [20] to give parents helpful meta-level information regarding teens’ mobile activities instead of full disclosure of what teens do from their mobile phones similar to Ur et al.’s [58] recommendation of using less granular logs to make home-entryway surveillance less privacy invasive for teens. For example, an app may provide parents a high-level summary of who their teen is engaging with via their mobile device and how often, as opposed to divulging the content of every conversation (which current apps actually do [63]). For instance, the daughter who complained that her mother was stalking all her conversations with her friends, boyfriend, and biological dad, would then be able to reach some middle ground with her mother. Yes, the mother would know that her teen was conversing with her biological father and how often, but instead of reading the intimate details of the messages, the mother would have to ask her daughter if she had concerned. This type of privacy-preserving design would give parents a piece of mind while affording teens personal and psychological space.

Treating Teens as Agents of their Own Online Safety

An over-arching theme among many of the teen reviews is that teens did not like being treated like children. Therefore, we make the following recommendations targeted towards app designers to increase teen adoption and acceptance of mobile safety apps by thinking of teens as their end users: 1) Encourage teens to use mobile apps to self-regulate their own behaviors (as opposed to being forced to use an app by their parents), 2) provide features teens find personally beneficial, and 3) provide features so that teens can negotiate with parents. By taking a more “teen-centric” instead of a “parent-centric” approach to adolescent online safety, designers can help teens foster a stronger sense of personal agency for self-regulating their own online behaviors and managing online risks.

First, few teens are going to opt to install an app that explicitly says that it is for “parental control,” which was the most common moniker shared among the apps reviewed. Therefore, the most simplistic design recommendation for prompting teens to use mobile online safety apps themselves would be to rebrand existing “parental control” apps to appeal directly to teens by setting the right tone for the target audience. Engaging with teens directly as end users may provide the cues that show teens they have agency and choice, thereby increasing their sense of personal autonomy and control.

Second, we should leverage user-centered techniques to better understand what mobile safety features teens would actually find useful [43]. Instead of assuming that teens are inherently risk-seeking, a more nuanced approach would be to ask them in what ways they feel that they need to be kept safe. For instance, we found that some teens liked apps that helped them disconnect from their phones or reduce other problematic behaviors. Therefore, teens may prefer “personal assistant” (e.g., [45]) type features that assist (not restrict) them in be more aware of their unhealthy behaviors and to change them without parental intervention. These features could keep track of teens’ activities via their smart devices and “nudge” them whenever an inappropriate behavior is detected. Nudges appear to be at least somewhat effective in helping people to make better decisions [60], and should be examined in terms of efficacy with teen populations. In such cases, personal assistant features that serve to coach teens may serve as a replacement for parental surveillance, and thus, help solve the asymmetry problem between parents and teens.

Finally, in cases when teens’ perceptions of appropriate mobile behaviors may conflict with their parents’, it would be helpful for these apps to provide flexible parental controls that support and are more contingent on appropriate contexts of use [28], giving teens the ability to negotiate with their parents given particular circumstances. More app designs may consider implementing features
similar to the “reward time system” offered by the Screen Time Companion App [71] that allowed teens to get extra time if they met certain criteria specified by their parents. Reward systems would be considered more contextualized restraints by providing positive reinforcement and allowing teens to earn privileges, as well as their parents’ trust [13,38]. Researchers who have studied more collaborative approaches between parents and teens [12,36] have found them to be more effective and achieve higher levels of “buy-in” from teens.

**Limitations and Future Research**
A key strength, but also a limiting factor of our study, is that we analyzed publicly posted reviews from Google Play that appeared to be made by children (ages 8-19). Since the meta-data surrounding the reviews was sparse, we only have limited insights as to the demographics of the participants in our sample. Only 17% of the reviews gave the child’s age with 56% of these reviews confirming that the reviewers were teens (ages 13-19) and 44% stating the child was a pre-teen (12 or younger). It was a design decision we made to leave the reviews made by younger children in our analysis as these reviews provided useful insights, including bringing light to the fact that mobile online safety is now a topic of interest for younger children, not just teens. Additionally, all reviews were written in English; therefore, we can assume that the large majority of these reviews were written by children in the United States or Europe. Hence, some of our parenting and privacy related findings may be more westernized in nature and may not be generalizable to other cultural contexts.

The dataset of child reviews was small compared to total user reviews (2.5% of all reviews). The significantly smaller percentage of child reviews could potentially be explained by the power differential between parents and teens [55]. Fear of parental reprimand may have dissuaded some teens from writing reviews. For this reason, we believe that our empirical evaluation of over 700 teen reviews, though it has limitations, serves as a baseline for future work for understanding mobile online safety apps from the perspective of children, at least those who were passionate enough to leave a review. Our findings provide valuable insights that can inform the next generation of mobile online safety apps. We encourage future research to build upon our findings by taking more direct approaches for soliciting feedback from children; for instance, using participatory design [2] to work with children as partners to conceptualize alternative solutions for designing mobile online safety apps.

**CONCLUSION**
Mobile technologies should support children in their developmental goals, including information-seeking, learning about rules and boundaries, and maintaining social relationships [7], in addition to keeping them safe from online risks. However, this goal will only be accomplished once designers listen more intently to children as end users.

In the results presented in this paper, we chose to use a purely descriptive approach to present the key themes and unfiltered quotes from the child users. Our goal in doing this was to provide a non-judgmental account of what children had to say in their reviews. To conclude, however, we use a more interpretive lens to reflect on our results.

We observed a lot of frustration and anger in the child comments. Thus, it is possible that the reviews may have been overly biased toward negative impressions of the apps in an angered attempt to retaliate against their parents. However, the direct quotes from the child reviews actually illustrated a rather surprising level of maturity, self-awareness, and reason that researchers do not typically capture when viewing children through the eyes of adults. Children in our study wanted their parents to give them more freedom, a chance to prove they can make good online choices, and space to make some mistakes. They were not upset that online safety apps prevent them from risk-seeking behaviors; they were mad that they prevented them from doing other useful tasks.

Children liked features within apps that helped them with problematic behavior but gave them some level of control, or at least gave them a way to negotiate or compromise with their parents regarding rules and restrictions. Given this sociotechnical gap, children provided well-articulated and honest commentary around how these apps did not reinforce positive parenting practices and, based on the literature [62], they were right. These beneficial features are clearly under-supported within the existing app offerings [63]. Thus, our conclusion here was that we (as researchers, designers, and parents) might want to consider turning the critical lens around to look at ourselves and understand the negative biases we may hold about children when trying to keep them safe online.
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