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Abstract—Emerging devices have been designed and fabricated to extend Moore’s Law. While traditional metrics such as power, energy, delay, and area certainly apply to emerging device technologies, new devices may offer additional benefits in addition to improvements in the aforementioned metrics. In this sense, we consider how new transistor technologies could also have a positive impact on hardware security. More specifically, we consider how tunnel transistors (TFETs) could offer superior protection to integrated circuits and embedded systems that are subjected to hardware-level attacks – e.g., differential power analysis (DPA). Experimental results on a light-weight cryptographic circuit, KATAN32, show that TFET-based current mode logic (CML) can both improve DPA resilience and preserve low power consumption in the target design. Compared to the CMOS-based CML designs, the TFET CML circuit consumes 15 times less power while achieving a similar level of DPA resistance.
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I. INTRODUCTION

The Internet of Things (IoT) is certain to impose new demands on modern cryptographic systems. As many IoT nodes and remote sensors are driven by batteries, power consumption is a critical design constraint. As a result, conventional encryption algorithms such as Advanced Encryption Standard (AES) [1] may not be suitable for these resource constrained applications because of the high power and area associated with the hardware implementations. As such, the development of light-weight cryptographic algorithms has become a high priority, with various light-weight encryption algorithms being developed [2]-[5]. Meanwhile, the wide distribution of IoT devices gives attackers physical access to these devices, making side-channel attacks easier to apply. Therefore, countering side-channel attacks, such as differential power analysis, is an important design consideration even in these resource-constrained designs.

Ever since differential power analysis was first proposed by Kocher et al. [6], researchers have been working to develop solutions to counter DPA attacks. Countermeasures are generally classified into two categories: (i) hardware level solutions and (ii) algorithm level solutions. Kocher suggested that the cryptographic algorithm should be designed in a way that withstands a certain amount of information leakage [7]. For example, when using a hashing algorithm for generating new keys, the frequently changing keys will make it difficult for attackers to capture a sufficient amount of a power trace to mount a successful DPA attack. Another technique was presented by adding a transformed mask to S-box, where the masking methods can be applied to the non-linear part of encryption algorithm [8]. After the substitution operation, the multiplicative mask is replaced with the original mask. Yang et al. proposed randomly varying voltage and frequency to prevent side-channel attacks at the gate level [9]. Therefore, the time and power consumption of the intermediate operations are more random, which minimizes the leakage of information through the side channels. A more practical circuit-level method on preventing DPA attack leveraged a sense amplifier-based logic style (SABL) for cryptographic algorithm implementations [10]. The strength of this approach is the constant power consumption of differential logic which can counter power-based attacks as operation power is independent of processed data. However, traditional circuit level protection schemes such as current mode logic (CML) trade power efficiency for security. When considering the IoT applications, embedded system designers are presented with a dilemma in which they can choose either high security or low power consumption.

Orthogonal to current approaches of circuit level optimization, in this paper we consider how emerging transistor technologies could help mitigate risks of side channel attacks while maintaining low power consumption. Emerging devices have been proven to have unique applications in the hardware security domain [11], [12]. In this work, we further extend research in this direction to use emerging devices to preserve low power consumption but achieve the goal of DPA-resilience. More specifically, we will demonstrate that by implementing CML with emerging tunnel transistors (TFETs) for lightweight encryption algorithms, one can significantly improve the circuit security at a fraction of the power when compared to CMOS equivalents. Our contributions are as follows:

- We first introduce a library of TFET-based current mode logic components that cover all basic logic gates. This is the first work to introduce a full set of designs and measurements of TFET-based CML gates.
- We then use the TFET based CML gates to design a 32-bit, lightweight KATAN cipher. To the best of our knowledge, this is also the first attempt to use CML gates based on emerging technologies for lightweight cryptography implementations.
Finally, we present correlation power analysis on the TFET CML KATAN cipher, which shows that TFET CML is better than MOS CML in terms of the power consumption and area usage when achieving similar security levels.

The rest of the paper is organized as follows: Section II provides an overview of existing work related to CML and DPA-resilient designs. Section III provides a brief introduction to TFETs. Device modeling is also discussed. Section IV discusses the concept of TFET-based current mode logic gates and provides detailed performance simulations and evaluation of standard TFET-based CML gates. In Section V TFET based CML gates are used to implement a lightweight, 32-bit KATAN cipher. Correlation power analysis is also presented. We conclude with Sections VI and VII, which respectively represent a summary discussion and plans for future work with TFET based CML.

II. RELATED WORK

In this section, we briefly introduce frequently employed lightweight ciphers as well as current mode logic. Both form the underlying basis of this work.

A. Light-Weight Cipher

Conventional encryption algorithms such as Advanced Encryption Standard may not be suitable for applications where power and area are strictly limited. For example, devices used in components for the Internet of Things (IoT), wireless sensor networks (WSN), etc. consist of various low-power and low-cost nodes to support communication over wireless channels. Furthermore, many IoT devices and wireless sensor nodes support military applications where security is a critical request to be addressed. Understanding how to secure communication channels at a lower cost is an important question for the security community. Thus, the development of light-weight cryptographic algorithms has become an important research area [2]–[5]. Two important design principles guide lightweight cipher design:

i) Security: in general, light-weight ciphers are resistant to typical attacks such as algebraic attacks and brute force attacks.

ii) Implementation Efficiency: lightweight ciphers are small in terms of area and power consumption, compared to hardware required for standard cryptography algorithms.

One main difference distinguishing the light-weight from the conventional block cipher is that the block size of lightweight ciphers is usually less than 64 bits – when compared to at least 128 bits for conventional block ciphers. As examples:

- The DESL and DESXL ciphers represent the first attempt at light-weight encryption [3]. Since the algorithm is a derivative of DES, the key idea is to replace the DES round function by only one S-box and to remove the initial and final permutation.

- The PRESENT cipher is one of the most popular lightweight ciphers proposed in 2007 [2]. It is executed in 31 rounds, and composed of a 64-bit length block and keys of 80-bit or 128-bits. A simple substitution-permutation network (SPN) is adopted for the round function.

- Beaulieu et al. proposed a new cryptographic algorithm – the SIMON block cipher – where the block size covers a wide range from 32 to 128 bits as well as key sizes ranging from 64 to 256 bits [4]. Different key schedules can lead to different rounds of encryption varying from 32 to 72 rounds. The SIMON cipher uses the conventional Feistel network with a further reduction of hardware cost.

- Aiming to further lower the gate equivalent (GE, a measure of hardware complexity) of the block cipher, the KATAN and KATANTAN ciphers were proposed in 2009 [5]. The design of the KATAN cipher is a block cipher based on stream cipher design, which iterates 254 rounds to output the ciphertexts. The 80-bit keys can be applied for three different variants, 32, 48 and 64 bits.

B. Current Mode Logic

Current mode logic represents a differential digital logic family [10], [13]–[16]. A CML gate includes a tail current source, a current steering core and a differential load. The working mechanism of a CML gate is to switch the constant current through the differential network of input transistors, utilizing the reduced voltage swing on the two load devices as the output.

Although current mode logic is not widely used in mainstream circuit design, its unique features, namely low latency and stable power consumption, can be leveraged for specific applications, such as DPA countermeasures – i.e., serving as a countermeasure against a DPA attack.

To some extent, employing CML primitives may be more efficient than other gate-level DPA countermeasures, such as gate masking [17] and dynamic management of voltage and frequency [9], [14]. For example:

- Badel et al. formalized the generic standard cells for differential logic styles, including layout characterization and library generation methodologies [15].

- In order to further reduce the power of CML gates, Cevrero et al. leveraged the power gating technique for the differential logic design, where a standard cell was generated, and DPA analysis was launched on the power-gated CML AES design [16]. The implementation achieved both goals of reduced power consumption and DPA resilience.

- Mace et al. raised a potential connection between binary decision diagram (BDD) and the current mode logic for cryptography [18]. It is promising since BDD is applied to optimize the Boolean representation and CML gates tend to be energy-hungry. The exploited isomorphism between CML and BDD can help design very efficient differential logic gates that optimize the performance in terms of power and area.

- Furthermore, the authors of [19] proposed a subthreshold CMOS CML design to reduce the power consumption associated with conventional MOS CML. Not surprisingly, a large PMOS load device and low drive currents...
Fig. 1: 3-D physical structure of (a) a Tunnel FET [26] vs. (b) a FinFET [27].

\( I_{SD} = 1 \mu A \) lead to a design with a large area and low speed. These drawbacks limit the application of block ciphers, especially lightweight block ciphers, where both area and speed are two critical criteria.

TFET-based CML gate have also recently been introduced [20], [21]. Initial CML gate designs based on the newly developed GaSb-InAs heterojunction TFET, which has improved on-state current with hetero-band alignment. Two logic gates, a buffer and a multiplexer were studied and evaluated [20]. TFET-based CML designed exhibited lower power consumption when compared to CMOS equivalents. However, (i) only two TFET CML gates were presented, and (ii) the authors of [20] did not discuss how to leverage TFET CML gates for circuit-level designs, and (iii) TFET CML was not applied at all in the hardware security domain. In order to fully evaluate TFET-based logic – not only from the perspective of traditional metrics such as delay and power, but also with respect to new metrics such as security – in this paper, we will construct a TFET CML gate library using a systematic approach and will demonstrate its applications in the hardware security area.

III. TUNNEL FET TECHNOLOGY

In this section, we briefly discuss the underlying technology (TFET devices) and modeling assumptions which are used to build the TFET CML gate library in this paper.

A. Device Description

Different types of tunneling FETs (TFETs) have been developed and fabricated [22], [23]. Among them, III-V TFETs appear more promising due to their higher conduction current. More specifically, InAs homo-junction TFETs [24] and GaSb-InAs hetero-junction TFETs [25] have been the subject of much study. Considering that the InAs homo-junction is more mature among these two devices, we will employ it as our TFET transistor model. FinFET 20 nm technology is also adopted for comparison. The physical structures (used in Synopsys TCAD simulation) of both the homo-junction TFET and FinFET are depicted in Figure 1 [26], [27].

It is apparent that TFETs have asymmetrical doping where source and drain are p-type and n-type doping, respectively. A gate voltage can induce band-to-band tunneling at the channel to control the tunneling current. In contrast, in a conventional CMOS transistor, current conduction occurs via electron carriers with enough energy to surmount the channel thermal barrier. The Fermi-Dirac distribution limits the sub-threshold slope (SS) to 60 mV/decade. However, the high energy carriers in TFETs can be filtered by the gate-voltage-controlled tunnel such that a sub-60 mV/decade subthreshold swing is achievable at the room temperature [22]. With improved steep slope and high on-current at a low supply voltage, TFETs could enable supply voltage scaling to further address challenges such as undesirable leakage currents, threshold voltage reduction, etc.

The device parameters assumed for the InAs homo-junction TFET (that we will employ in our circuit simulations) are listed in Table I. A Si FinFET is also included as the baseline.

<table>
<thead>
<tr>
<th>Gate Length (Lg)</th>
<th>20 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body Thickness (Tb)</td>
<td>5 nm</td>
</tr>
<tr>
<td>Dielectric Thickness (HfO2)</td>
<td>5 nm</td>
</tr>
<tr>
<td>Source Doping (p+)</td>
<td>4 × 10^19 cm^-3</td>
</tr>
<tr>
<td>Drain Doping (n+)</td>
<td>6 × 10^19 cm^-3</td>
</tr>
<tr>
<td>Si FinFET S/D Doping</td>
<td>1 × 10^20 cm^-3</td>
</tr>
</tbody>
</table>

B. Device Modeling

While a compact SPICE model has been recently developed for TFETs [28], [29], in this work, we employ a look-up table based Verilog-A model derived from TCAD Sentaurus for our simulations as this model has been widely used and validated [20]. Figure 2a depicts the structure of the TFET Verilog-A model [30]. It is composed of three parts: gate-drain capacitance \( C_{GD} \), gate-source capacitance \( C_{GS} \) and the transfer characteristic \( I_{DS}(V_{GS},V_{DS}) \). The current models of different paths are also listed in Equation (1). The calculation of three current models refers to the look-up table that includes a range of fine-step voltage bias and capacitance.

Look Up Table = \[
\begin{align*}
I_{GD} &= d \left( C_{GD} \cdot V_{GD} \right) \\
I_{GS} &= d \left( C_{GS} \cdot V_{GS} \right) \\
I_{DS} &= V_{GD} \cdot V_{DS}
\end{align*}
\] (1)

By employing the TFET Verilog-A model, we evaluate the DC performance of an N-type TFET as shown in Figure 2b where the on-current \( I_{DS} \) varies with gate-source voltage \( V_{GS} \). CMOS data is also included for comparison. Both CMOS and TFET devices assume 20 nm technology with \( V_{DD} = 0.6 \) V. A TFET’s sub-threshold slope is improved when compared to CMOS. Notably, when the gate-source voltage is less than 0.4 V, the conducting current of TFETs outperforms the CMOS counterpart. (However, when \( V_{GS} > 0.4 \) V, the CMOS device exhibits a better on-current.) As a result, TFETs represent promising ultra low-power features that provide further \( V_{DD} \) scaling in integrated circuit designs.

IV. TUNNEL FET CIRCUIT EVALUATION

Here, we discuss our TFET CML standard cell designs. We begin by discussing a “generic” TFET-based CML circuit. We then present design specific criteria for TFET-based CML.
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(i.e., required supply voltage values, etc.). After reviewing the power/performance of other TFET CML standard cells, we conclude this section with an initial evaluation of how resilient a TFET CML design might be to DPA.

A. TFET-based Current Mode Logic

One major difference between CML circuits and single-ended circuits is that the voltage swing of CML is smaller than that of static logic. Thus, differential logic styles were originally designed for high speed communication. Due to invariant power consumption, researchers adopted this circuit-level method as a countermeasure against differential power analysis [14]–[16]. A “generic” TFET-based CML circuit is shown in Figure 3a. The schematic is divided into two parts: a pull-up network and pull-down network.

For TFET CML, the pull-up network is constructed by either two resistors or two P-type TFETs (PTFETs). Since the consumption of power and area of the resistor is dramatically larger than a FET using modern technology, the FET-based pull-up network dominates. In CML the pull-up network mainly works as the load device to manage the DC voltage drop on the output. By simply tuning the gate bias of a P-type FET, the on-resistance of PTFETs can be adjusted, thereby altering output voltage accordingly. At the bottom of Figure 3a, one N-type FET (NTFET) is included to serve as a current source, which can determine the value of output voltage swing.

On the other hand, the pull-down network that is composed of NTFETs mainly serves as the major functional unit in the CML circuit. The different logic functions can be achieved by distinct combinations of a group of NTFETs. Note that the inputs of the pull-down network are required to be differential pairs.

Figure 3b shows a schematic of a TFET-based current mode inverter/buffer. One pair of transistors is controlled by the differential inputs, IN and IN_b, respectively. The constant driving current is provided by the transistor M5, which is also tunable by the gate bias voltage V_bias. Together with M5, transistors M3 and M4 are employed to charge and discharge the output pair, OUT1 and OUT2. When IN is logic 1, M1 is turned on, and the constant current Ic flows through the left-handed path. Thus, OUT1 discharges to a certain value between VDD and GND, and OUT2 alternatively charges to quasi VDD. Note that in the CML design, logic 0 is commonly defined as half VDD, and logic 1 is close to VDD. In this case, OUT1 voltage is less than logic 1, which is treated as logic 0. If OUT1 is extracted as the output pin and the inverted OUT2 is extracted as complementary output pin, the schematic achieves the inverter function. On the contrary, if OUT1 is treated as the complementary output pin and OUT2 is treated as the output pin, the circuit performs the buffer function.

B. Design Optimization

In traditional CML design, the biggest challenge is the larger amount of power consumption than static logic, even though researchers have proposed different techniques to minimize the power consumption of CML [16], [31]. One common method is to decrease the supply voltage. However, because of scaling issues with CMOS technology, the voltage source must surpass the threshold value to turn on the transistor at a certain point (V_th is approximately 0.27 V for 20 nm technology). Also, the decreased supply voltage can dramatically increase the switching time of CMOS gates, and consequently increase the power-delay product (PDP).

As discussed in Section III, TFETs are promising for low-power applications due to sub-60 mV/decade sub-threshold slopes. In [20], the authors considered the threshold of TFET as 0.15 V, thus the lowest possible supply voltage for TFET is 0.3 V. On the other hand (and again following an approach in [20]), to fairly compare TFETs with CMOS, as the corresponding current for a TFET at VGS = 0.15 V is similar to CMOS at VGS = 0.3 V, the minimum supply for CMOS is set to be 0.6 V. As a result, given the minimum requirement, the input/output voltage swing sits between 0.15 V and 0.3 V.
for TFET, while the voltage swing is between 0.3 V and 0.6 V for CMOS.

Figure 4 illustrates the delay and the power-delay product of the CML inverter with different supply voltages for TFETs when compared to a 20 nm FinFET equivalent assuming a VDD of 0.6 V. The voltage swing for all five cases is set as one half of the value of VDD. At the same supply voltage (VDD = 0.6 V), the power consumption of a TFET CML inverter is comparable to a CMOS CML inverter (426.9 nW for TFET vs. 434.3 nW for CMOS) – although the TFET CML inverter is slightly slower than the CMOS CML inverter (69 ps for TFET vs. 60 ps for CMOS). The driving current of the TFET CML inverter is 711.6 nA compared to CMOS CML inverter of 723.8 nA at VDD = 0.6 V. When VDD is lowered to 0.3 V, although the switching time of the TFET CML inverter increases accordingly, the power consumption and power-delay product are dramatically reduced when compared to a CMOS CML inverter. This suggests that TFET-based CML gates could offer significant improvements over CMOS CML gates in ultra low power applications. Moreover, because other more complex logic gates (e.g., multiplexers) can be naturally implemented in differential mode style, TFET-based CML gates should offer additional benefits compared to CMOS CML gates. For instance, a CML based multiplexer composed of nine transistors is more area efficient than a static multiplexer with fourteen transistors (three NANDs and one inverter). It is worth noting that the symmetry property can be better accomplished in CML based multiplexer compared to other CML based logic gates, such as AND/OR gates.

C. TFET-based CML Standard Cells

The above analysis suggests that CML can perform various functions based on different configurations. In fact, three levels of CML implementations are introduced in [32]. By observing the stacked levels and different pairs, the delay of a gate with more than three-levels exceeds the delay of an equivalent three-level, static multiplexer. That is, the level of differential pairs is limited to three for the optimization in the CML implementation. Figure 5 depicts four two-input TFET-based CML functions with a two-level structure. Each of the gates has three differential pairs as inputs. A set of four functions (including AND, NAND, OR and NOR) can be derived from Figure 5(a) with different input/output configurations. The MUX, XOR/XNOR and D latch are also distinguished by wiring and the input/output selection shown in Figures 5(b-d), respectively.

As discussed in the previous section, we attempt to maintain the voltage swing of input and output between 0.15 V and 0.3 V for TFET CML gates. The configuration of the supply voltage and voltage swing sets the baseline for the other parameters, such as transistor size and biasing voltages. Here, we configure the TFET width to be the same size as the technology length to minimize the area. The 20 nm technology nodes are used for our evaluations. Consequently, it is important to tune $V_{bias}$ and $V_p$ to achieve the necessary voltage swing for the entire standard logic cells. After voltage sweeping, the basic CML logic gates functions best when $V_{bias} = 0.18$ V and $V_p = 0.14$ V. Figure 6 presents the transient simulations for the exclusive-OR and D latch, where both the inputs and outputs are between 0.15 V and 0.3 V.

The other standard cells are also characterized and simulated under the same biasing condition. Table II shows the area, delay and power for the standard cells of TFET-based CML. Only ten cells are described, but more CML logic functions can be derived from the standard cells proposed in Table II. For instance, if we define OUT1 as the output pin, then a CML-based inversion function is possible per Figure 5(a). However, if we choose OUT2 as the output pin, the CML schematic works as a buffer. Moreover, a standard cell library usually accounts for the different driving strengths of each individual function. In CML gates, a simple solution is to increase the constant current by the tail biasing transistor [15].

The area of CML and static TFET gates is also provided in Table II. With the exception of a CML buffer and a four-input AND gate, all other CML standard cells consume less area compared to static counterparts. This feature may also
be a major advantage for cryptographic systems, especially lightweight ciphers such as KATAN, where majority of the hardware is composed of D flip flops and multiplexers.

D. Security Evaluation of TFET-based CML Gates

Before we consider implementations of lightweight ciphers with TFET CML gates, we first consider TFET CML in more detail from the hardware security perspective. It is well known that the key idea of differential power analysis is based on the power consumption during circuit transition. In static CMOS logic, the major power consumption happens when the output of logic undergoes a 0→1 (or 1→0) transition. Because of this symbolic characteristic of static logic, the genuine cryptographic algorithm is vulnerable to the DPA attack. On the contrary, the CML structure is naturally resistant to a DPA attack considering the relatively constant power consumption for almost any transitions.

Figure 7 depicts the power traces for the TFET static XOR gate and the TFET differential style XOR gate. Obviously, the TFET CML XOR gate dissipates almost constant power in contrast to the significant power overshoot of the static XOR gate. That is, the power profile of the TFET static XOR gate leaks more information for the attacker to identify the internal activity of the cryptographic system. However, the almost constant power consumption of a TFET CML XOR gate provides essentially no information about data transitions. Moreover, as we have discussed in previous section that the 0→1 transition is essentially mirrored to 1→0 transition in the CML gates, even though attackers may retrieve some information through the power glitches, it is very challenging for them to identify what the processing logic value is.

V. IMPLEMENTATION OF CRYPTOGRAPHIC SYSTEM

Due to large area and high power consumption, using CML to implement cryptographic hardware is not common – especially in lightweight cryptographic systems. To protect cryptographic circuits against DPA attacks, researchers often employ other techniques [33], [34]. These solutions incur significant computation cost where the cryptography already involves massive computation and consumes relatively large power and area. As such, lower power, TFET-based CML could be especially valuable when considering devices for the IoT, WSN nodes, etc. Lacking an effective defense mechanism, hardware in these spaces can be substantially more vulnerable/susceptible to hardware attacks such as DPA.

To address these challenges, in the following sections, we consider the impact of TFET-based CML on a 32-bit KATAN cipher. More specifically, (a) the KATAN cipher is a hardware-oriented block cipher with a low GE – even among other lightweight ciphers, (b) applications that employ lightweight ciphers are typically power constrained – and thus could benefit from TFET technology, and (c) the limit for the application of CML on conventional block ciphers is the large power overhead, but power consumption in a lightweight cipher is typically much less. In subsequent sections, we will briefly discuss the working mechanism of the KATAN cipher. Implementations of the 32-bit KATAN cipher are provided in different circuit-level structures, where a table is presented to compare the TFET based implementation with the CMOS implementation. We will then present the correlation power analysis on KATAN32 with experimental results through design simulations.

A. Overview of the KATAN Cipher

The KATAN ciphers are a family of light-weight block ciphers, consisting of three variants with 32-bit, 48-bit and 64-bit blocks. All KATAN ciphers share the same key schedule with the key size of 80 bits as well as the 254-round iteration with the same non-linear function units [5]. Considering that different variants use the same hardware – except for a small difference in register count – we only focus on the smallest variant of KATAN with 32-bit blocks. As depicted in Figure 8 this 32-bit block is made of 32 registers divided into two parts – L₁ and L₂ – with corresponding sizes of 13 bits and 19 bits respectively. Both L₁ and L₂ are coded as a linear feedback shift register (LFSR), in which it shifts every clock cycle. The
TABLE II: Area, delay and power of the TFET-based CML standard cells

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Buffer</td>
<td>5</td>
<td>0.0022</td>
<td>90</td>
<td>124</td>
<td>107</td>
<td>30.588</td>
<td>3272.916</td>
<td>1.83</td>
</tr>
<tr>
<td>OR2</td>
<td>9</td>
<td>0.0036</td>
<td>99</td>
<td>124</td>
<td>111.5</td>
<td>24.032</td>
<td>2679.596</td>
<td>1</td>
</tr>
<tr>
<td>AND2</td>
<td>9</td>
<td>0.0036</td>
<td>75</td>
<td>165</td>
<td>120</td>
<td>22.97</td>
<td>2756.52</td>
<td>0.818</td>
</tr>
<tr>
<td>AND4</td>
<td>27</td>
<td>0.011</td>
<td>476</td>
<td>644</td>
<td>560</td>
<td>70.828</td>
<td>39663.68</td>
<td>1.8</td>
</tr>
<tr>
<td>MUX2</td>
<td>9</td>
<td>0.0036</td>
<td>71</td>
<td>115</td>
<td>93</td>
<td>24.183</td>
<td>229019</td>
<td>0.5</td>
</tr>
<tr>
<td>XOR2</td>
<td>9</td>
<td>0.0039</td>
<td>99</td>
<td>105</td>
<td>102</td>
<td>25.848</td>
<td>2636496</td>
<td>0.817</td>
</tr>
<tr>
<td>D-Latch</td>
<td>9</td>
<td>0.0037</td>
<td>102</td>
<td>168</td>
<td>135</td>
<td>23.122</td>
<td>312147</td>
<td>0.341</td>
</tr>
<tr>
<td>DFF</td>
<td>18</td>
<td>0.0074</td>
<td>100</td>
<td>200</td>
<td>150</td>
<td>45.500</td>
<td>6825</td>
<td>0.341</td>
</tr>
<tr>
<td>1-bit FA</td>
<td>45</td>
<td>0.0186</td>
<td>416</td>
<td>591</td>
<td>503.5</td>
<td>233.928</td>
<td>1178000000</td>
<td>0.847</td>
</tr>
<tr>
<td>4-bit FA</td>
<td>180</td>
<td>0.744</td>
<td>654</td>
<td>591</td>
<td>622.5</td>
<td>939.150</td>
<td>5846000000</td>
<td>0.847</td>
</tr>
</tbody>
</table>

The encryption procedure is described as follows: the plaintext is loaded into two registers \(L_1\) and \(L_2\) such that the lower 19 bits of the plaintext are loaded into register \(L_2\), while the higher 13 bits of the plaintext are loaded into register \(L_1\). In Figure 8 the least significant bits (LSBs) and the most significant bits (MSBs) are specifically noted. Both \(L_1\) and \(L_2\) perform left-shift operations every clock cycle when the start signal is on. During each round, IR and two keys are also generated by two additional blocks. The IR block is shown in Figure 9a, where 8 registers compose an 8-bit LFSR. This block has two functions: first, it generates the irregular update value for the non-linear operations, and second, it counts down the 254 rounds (i.e., when the signal cycle_254 is logic 1, KATAN has completed the entire encryption).

The key schedule block is illustrated in Figure 9b. Similar to the IR, the key schedule block is an 80-bit LFSR. Before the encryption, the keys are stored in the registers. The LFSR shifts one bit to generate one roundkey. The two most significant bits are exported as \(k_a\) and \(k_b\) for KATAN every two clock cycles. The feedback polynomial with a minimal hamming weight of 5 is selected for the 80-bit shift register as derived in Equation (2). As a result, the subkey of round \(i\) can be defined in Equation (3), where the key is denoted as capital K.

\[
f(x) = x^{80} + x^{61} + x^{50} + x^{13} + 1 \quad (2)
\]

\[
k_i = \begin{cases} 
k_i = 0 \ldots 79 & \text{if } i = 0 \ldots 79 \\
-k_{i-80} \oplus k_{i-61} \oplus k_{i-50} \oplus k_{i-13} & \text{if } i > 79
\end{cases} \quad (3)
\]

Two nonlinear functions \(f_a\) and \(f_b\) are defined in Equations (4) and (5), which represent the two abstract blocks (XOR/AND computation) in Figure 8. Here, considering that the 32-bit KATAN cipher is adopted, we have already located which bits of \(L_1\) and \(L_2\) are selected for the computation. For the other variants, the positions of bits can be different because of a different number of registers [5].

\[
f_a(L_1) = L_1[12] + L_1[7] + (L_1[8] \cdot L_1[5]) + (L_1[3] \cdot IR) + k_a \quad (4)
\]
CML Implementation on KATAN

We now discuss how different transistor technologies could impact the power/performance of KATAN32 by using the Synopsys Design Compiler using 20 nm InAs Homojunction TFET [35] and the Predictive Technology Model (PTM) 20 nm FinFET technology [36]. In order to minimize the area consumption of KATAN32, the driving-strength-one library is employed for the synthesis. The synthesized transistor-level netlist is further converted into both the single-ended and differential modes. Synopsys Finesim is adopted for the gate-level simulation with less simulation time compared to the HSPICE simulator. The operating frequency of KATAN32 is set to 100 MHz to ensure its functional correctness.

Area and power data for four different implementations is summarized in Table III. More specifically, we consider TFET and CMOS static implementations as well as CMOS CML with a 0.6 V supply, as well as TFET CML with a 0.3 V supply. A 2-input NAND gate is assumed when comparing equivalent gate numbers. It is worth noting that the number of the synthesized static GEs is more than what is reported in [5], mainly because we simplify our library for both TFET and CMOS by using our own driving-strength-one and two-input standard cells. Complex logic gates such as D flip flops and multiplexers, are not fully optimized and consume a relatively larger number of gates. (Future work will be performed to further optimize all TFET CML based logic gates.)

Notably, it is not difficult to see that two CML implementations consume fewer gate equivalents and area compared to the two static counterparts given that KATAN32 is largely comprised of D flip flops, as we discussed in Section IV-C. The area of TFET CML KATAN32 is 1.441 \( \mu \text{m}^2 \), which is about 59\% less than the static TFET KATAN32. Note that the area of TFET based static and CML KATAN32 is similar to their CMOS counterparts as comparable 20 nm technologies are used. The power consumption of TFET CML (9.76 \( \mu \text{W} \)) even outperforms static CMOS (9.96 \( \mu \text{W} \)) with slightly lower power consumptions. Figure 10 shows the power trace of the KATAN32 implementation for static and CML TFETs, respectively. The zoom-in subfigure displays the large current overshoot of TFET static KATAN32 compared to the constant current of TFET CML KATAN32.

\[ f_b(L_2) = L_2[18]+L_2[7]+(L_2[12]\cdot L_2[10])+((L_2[8]\cdot L_2[3])+k_b \]  

(5)

C. Power Model and Attack Mechanism

When considering differential power analysis [6], we first need to identify the intermediate values that are a function of plaintext/ciphertext, and that are a portion of the keys. Given that when launching a DPA attack, the round keys are part of complete keys, the complexity of DPA computation can be further reduced with the smaller size of round keys. Therefore, the portion of the keys must be as small as possible compared with the complete keys, thereby reducing the complexity of key analysis. The key-dependent intermediate values are further calculated by a group of hypothetical key guesses and are utilized as the inputs of the selection function. Subsequently, the selection function differentiates the power traces into two sets, where they are processed to show a peak for the right key hypothesis.

Correlation power analysis, on the other hand, is an extension of DPA where a model of the power consumption is created for use in the analysis phase of an attack. A power model is needed to approximate the power consumption of the target cryptographic device during an encryption operation. The resulting power predicted by the model will then be correlated to the actual measured power consumption using a key hypothesis. It employs the Hamming weight model (different from the Hamming distance model which is mostly adopted in DPA attack) to hypothesize the intermediate output result and evaluate the relation between the hypothesis values and power traces in a statistical way. Bard et al. proposed the security evaluation on the KATAN family, including algebraic and cube attacks [37]. They also pointed out the side channel analysis on KATAN but with only a high-level overview of possible vulnerabilities. To the best of our knowledge, there are not any detailed discussions in existing work about power analysis on the KATAN family. In this paper, we will introduce the power analysis attack on KATAN, as well as the countermeasures – i.e., a TFET CML implementation of KATAN32.

By observing the KATAN algorithm, it is apparent that the two nonlinear functions \( f_a \) and \( f_b \) are able to connect the plaintext/ciphertext with partial keys (or more precisely, subkeys). We can then select the two bits each round generated by the nonlinear functions as our intermediate values or points of attack as highlighted in red in Figure 8. Besides those two arithmetic functions, the majority of KATAN32 hardware is made up of D flip flops such that the overall power consumption mainly depends on the operation of shifting registers. As a result, it is important to come up with an attack mechanism that maximizes the power profile of two nonlinear operations.

In single-ended logic gates, power consumption only occurs during state transitions, either \( 0 \rightarrow 1 \) or \( 1 \rightarrow 0 \). If we configure the plaintext in a way that for certain clock cycles the power consumption of functions \( f_a \) and \( f_b \) contributes most, then the power information extracted from the supply current can be maximally related to the key information. More specifically,
TABLE III: Power consumption comparison among different implementations on KATAN32.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CMOS Static</td>
<td>0.6</td>
<td>1013</td>
<td>3.534</td>
<td>16.09</td>
<td>9.96</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CMOS CML</td>
<td>0.6</td>
<td>393</td>
<td>1.415</td>
<td>283.65</td>
<td>170.19</td>
<td>-59.96%</td>
<td>+1608.73%</td>
</tr>
<tr>
<td>TFET Static</td>
<td>0.6</td>
<td>1013</td>
<td>3.536</td>
<td>3.14</td>
<td>1.89</td>
<td>+0.057%</td>
<td>-81.02%</td>
</tr>
<tr>
<td>TFET CML</td>
<td>0.3</td>
<td>393</td>
<td>1.441</td>
<td>32.53</td>
<td>9.76</td>
<td>-59.22%</td>
<td>-2.01%</td>
</tr>
</tbody>
</table>

Fig. 11: The correlation power analysis flow on KATAN cipher.

we can selectively configure the plaintext to be consecutive zeros or ones. Therefore, the power consumption of KATAN32 highly depends on functions $f_a$ and $f_b$, because the power cost of the left-shift operation is negligible in each clock cycle.

D. Correlation Power Analysis on KATAN32

In this section, a case study of CPA on KATAN32 is described to disclose the two key values (K[79] and K[78]). Initially, four selected plaintexts are loaded into the two registers as given in Equation (6) and the 80-bit keys are set to all zeros. Note that in real cases, the key is the attackers’ target and is unknown to attackers.

\[
P1 = x00000000 \Rightarrow p[18] = 0, p[31] = 0
\]
\[
P2 = x80000000 \Rightarrow p[18] = 0, p[31] = 1
\]
\[
P3 = x00040000 \Rightarrow p[18] = 1, p[31] = 0
\]
\[
P4 = x80040000 \Rightarrow p[18] = 1, p[31] = 1
\]

(6)

However, the chosen input values are not constrained to Expression (6), as long as the plaintext interacts mostly with the subkeys. When the start signal is received, KATAN32 begins encryption. Figure 11 shows the proposed CPA attack flow on KATAN32. Each selected plaintext and the hypothetical subkeys $K_a$ and $K_b$ are calculated to achieve the intermediate values “v” matrix. Then, intermediate results are further calculated by the power model, which is defined as the Hamming weight model. The results from the Hamming weight model are defined as the hypothetical power consumption. Based on our chosen plaintexts, the matrix of hypothetical power consumption is given in Equation (7):

\[
\text{hypothesical power consumption} = \begin{bmatrix} 0 & 1 & 1 & 2 \\ 1 & 0 & 2 & 1 \\ 1 & 2 & 0 & 1 \\ 2 & 1 & 1 & 0 \end{bmatrix}
\]

(7)

\[
\text{Corr. Coef.} = \frac{\sum_{i=1}^{4} (t_i - \bar{t}) \cdot (h_i - \bar{h})}{\sqrt{\sum_{i=1}^{4} (t_i - \bar{t})^2 \cdot \sum_{i=1}^{4} (h_i - \bar{h})^2}}
\]

(8)

The predicted power consumption is then compared with the measured real power consumption by the correlation coefficient formula as given in Equation (8). The highest correlation coefficient result stands for the correctly guessed keys. In this case, the keys ‘00’ reflect the largest correlation coefficient value. The next round follows the same mechanism, but with slightly different ciphertext, which is generated by the last round. Figure 12 shows the detailed correlation power analysis for the respective TFET static KATAN32 and TFET CML KATAN32 on one clock cycle. The black line describes the correct key value for subkeys $K_a$ and $K_b$ (=’00’), which are the two most significant bits of the key. It is apparent that the correlation coefficient is largest for a static, TFET-based KATAN32 implementation when the correct keys are applied as shown in Figure 12a. By comparison, the correlation coefficient of TFET CML KATAN32 is more significant, and all four hypothetical keys are similarly distributed as shown in Figure 12b. Consequently, the TFET CML KATAN32 implementation is capable of successfully counteracting the
correlation power analysis. Because the power consumption is mainly determined by AND/XOR logic gates of two nonlinear functions – and the effect of CPA is maximized – the correlation coefficients for KATAN32 are higher on average than other block ciphers, e.g., CPA on S-box [16].

As the key schedule of KATAN32 suggests, the key generator block exports two subkeys and does a left-shift operation every clock cycle. Therefore, the 80-bit keys can be continuously output as subkeys in 80 clock cycles, which can be easily attacked by CPA using the chosen plaintexts. The pseudo code for Algorithm 1 describes the abstract CPA attack mechanism on the 80-bit keys of KATAN32. The criteria of choosing the plaintext is to ensure that power consumption is highly dependent on the power cost of intermediate values in certain clock cycles. Moreover, the selected plaintext may be capable of discovering more than one key in different periods.

To launch the complete CPA on KATAN32, the attacker should first select plaintext values that are able to achieve a situation where \( \text{Power}_{\text{KATAN32}} \approx \text{Power}_{\text{Intermediate values}} \). Then, after 80 clock cycles, the attacker can calculate the correlation coefficients. If the correlation coefficients are significant at certain periods, the key can be discovered and Algorithm 1 can then be rerun for the next chosen plaintext. If there are not any significant correlation coefficients in the first 80 rounds, the selected plaintexts are not desired for the CPA attack on KATAN32. Because our goal is to leverage the TFET CML implementation on KATAN32 to counter the CPA attack, the completed 80-bit key evaluation will not be discussed in detail.

Algorithm 1 CPA on recovering of 80-bit keys of KATAN.

Result: correlation results (correct keys)

\[
\text{while} \quad \text{uncovered keys} \leq 80 \quad \text{do}
\]

select the plaintext;

\[
\text{if} \quad \text{Power(KATAN)} \approx \text{Power(Intermediates)} \quad \text{then}
\]

\[
\text{while} \quad \text{# of rounds} \leq 80 \quad \text{do}
\]

run correlation coefficient;

\[
\text{correct keys} \quad \text{++};
\]

end

\[
\text{else}
\]

unsuccessful plaintext ++ and go back to select the plaintext;

end

VI. DISCUSSION

Here, we briefly discuss the next steps for this work. Potential circuit-level optimizations as well as algorithmic considerations are highlighted.

A. Circuit-Level Optimization

In this work, we use TFET based CML gates to realize lightweight ciphers with both high security and low power consumption. As an initial effort we have constructed generic current mode gates (without applying any circuit improvement techniques). However, this will be considered in our future work, and additional improvements with respect to power are expected. For example, the sleeping transistor in [16] can lead to additional energy improvements.

Considering the power advantage of TFET based CML gates, it is also promising that we continue to optimize our circuit specifications and develop the CML standard library. As we have mentioned, the good thing about building a current mode standard cell library is that the standard logic gates can be used to derive additional logic gates by following the pattern of the CML design template. Also, different driving strength designs of one logic gate can be accomplished through the modification of the tail current source.

Binary decision diagrams (BDD) have also proven to be a practical way to capture the behavior of CML [18]. The core of the differential cell is its pull down network, which manages the functionality of the CML gate. The PDN can be represented using BDDs where each node of the BDD is a differential pair. Each branch of the BDD is a connection between one drain and the source of another differential pair or an output.

B. Encryption Algorithm Consideration

Besides the optimization of the CML circuit, another goal is to extend the TFET-based CML for more complicated and popular block ciphers, such as AES. Given that a significant amount of work has been done in protecting conventional block ciphers, a concrete analysis is necessary to evaluate the amelioration using a TFET based CML implementation. Among the techniques, composite field S-boxes are widely applied [38]. Polynomial, normal, and mixed basis composite
fields will also be analyzed and one of three bases will be chosen for the TFET-based implementation to counter DPA attack. Although a DPA-based attack is mostly employed in attacking block ciphers, other emerging attacks are also worthy of being covered in the future work, such as fault analysis attacks [39]–[43]. Employing the existing techniques, we will study whether TFET-based CML designs are resistant to fault analysis based attacks.

Besides block ciphers, other encryption and authentication algorithms can also be protected using TFET CML. For example, Galois Counter Mode (GCM) is an authenticated encryption mode that simultaneously generates ciphertext and an authentication tag [44]. It can be implemented in hardware to achieve high speeds with low cost and low latency [45]. To incorporate the GCM into our TFET based block cipher implementation, two scenarios are taken into consideration: TFET static and TFET CML implementation. To our knowledge, no work has been done to implement GCM using CML style implementation. We will conduct a detailed theoretical analysis on how to incorporate GCM operation into CML-based cipher design.

VII. CONCLUSION

In this paper, we have demonstrated that the usage of emerging transistors, i.e. TFETs, can help improve circuit design resilience against CPA attacks while still preserving low power consumption compared to their CMOS counterparts. Additionally, besides the traditional criteria for emerging devices such as area, power, delay and non-volatility, security may serve as a new criterion to thoroughly judge the advantages and disadvantages of emerging devices. Using this new standard, we plan to revisit existing emerging transistors to have a full comparison between emerging technologies and CMOS technology. Meanwhile, we believe that more research outcomes are expected in this area where unique properties of emerging transistors can help enhance the security of circuit designs.
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