Abstract—Clustering proves to be an effective approach to reduce energy consumption of micro-sensors and prolong the lifetime of wireless sensor networks. In this paper, we address the sensor clustering problem in the design of an autonomous MANET (oMANET) for energy-efficient data collection in wireless sensor networks. In the oMANET context, we formulate the network energy optimization as a weighted K-means clustering problem, and present a distributed technique called MADSEC (Mobility-Assisted Distributed SEnsor Clustering) for sensor clustering and data collection. MADSEC allows the mobile nodes to dynamically run a distributed clustering algorithm to reposition themselves and organize energy-efficient sensor clusters. Extensive NS-2 simulation results indicate that the proposed distributed clustering strategy is as effective as a theoretical centralized K-means clustering technique. Furthermore, MADSEC can at least double the network lifetime of LEACH, a well-known static clustering method.

I. INTRODUCTION

Advances in sensing and networking technology have created enormous opportunity for developing diverse applications [1] of societal importance. In a typical Wireless Sensor Network (WSN), a large number of tiny sensors are deployed to monitor the physical environment, process sensing information, and report to the sink through wireless communications. Sensor nodes are typically resource-constrained micro-electronic devices. Once deployed, they are left unattended to operate on energy-constrained batteries. This necessitates effective solutions in various aspects of WSNs, such as routing, medium access control, duty cycle scheduling, etc.

In this paper, we consider a novel approach to WSN design, in which a separate autonomous mobile ad hoc network (oMANET) is used for data collection. An oMANET is different from a traditional MANET in that an oMANET node can move autonomously and cooperatively to accomplish some common task. In our environment, this task is to collect sensor data and forward them to the sink. This oMANET approach is motivated by wireless connected robots [14].

It has been recognized that adding mobility can improve the lifetime of WSN [3]. Existing solutions have mostly considered mobile nodes in the form of mobile sinks which normally act as gateways to a backbone network. The oMANET approach is different in that the mobile nodes form an autonomous MANET, in which each mobile node is responsible for collecting data from sensors in its neighborhood. These data are eventually relayed to the sink over the oMANET. Since these mobile nodes are significantly less expensive than the advanced mobile sinks, the oMANET approach is more cost effective for many applications.

One of the key challenges of designing the oMANET is that we need a clustering technique to cluster the sensors into groups. It’s desirable that clustering can be performed distributedly to ensure scalability. Although a number of clustering protocols have been proposed to save sensor’s energy and prolong the network lifetime [4], [5], [10], [11], most of them are based on the assumption that the entire network is composed of only static nodes. In this paper, we are targeting an environment where in addition to a large number of low cost static nodes (i.e., sensors), we can use a few resourceful mobile nodes (i.e., oMANET nodes). We are particularly interested in how to utilize those oMANET nodes for distributed sensor clustering and how much network lifetime gain can we obtain through the use of them. We formulate the energy-oriented sensor clustering in an oMANET context as a weighted K-means problem. Based on this novel formulation, we further present the Mobility-Assisted Distributed SEnsor Clustering (MADSEC) protocol. MADSEC allows every mobile oMANET node to automatically and dynamically organize energy-efficient sensor clusters, with performance close to that of the K-means algorithm.

The remainder of the paper is organized as follows: Section II briefly review the related work. In Section III, we present some numerical results and then formally formulate the problem. In Section IV, we describe the MADSEC protocol. Section V shows the effectiveness of MADSEC protocol by simulating it in NS-2. Finally, we conclude the paper in Section VI.

II. RELATED WORK

Low-Energy Adaptive Clustering Hierarchy (LEACH) [4] is one of the first widely used hierarchical clustering algorithm. In LEACH, sensors make independent decisions about whether to become CHs according to a probability function. This probability function try to make sure: (1) a certain ratio of CHs will be maintained in each round (2) a sensor that become CH in one round will not be CH in a number of following rounds. Local data fusion is performed at each CH to reduce redundant packets. LEACH is also extended to a centralized LEACH-C [6] and a multiple-tier TL-LEACH [9], which utilizes two levels of CHs (primary and secondary).

Hybrid Energy-Efficient Distributed Clustering (HEED) [5]
is another well-known multi-hop clustering protocol. HEED selects CHs using the node residual energy as the primary parameter and intra-cluster communication cost as the secondary. HEED produces better-distributed CHs compared with LEACH and thus slightly improved network lifetime performance. In [10], the author proposed Stochastic and Equitable Distributed Energy-Efficient Clustering (SEDEEC) for energy efficient CH distribution in WSNs where the base station far from the network. SEDEEC uses an equitable and stochastic technique which uniformly distribute the energy consumption throughout the network. Energy Efficient heterogeneous clustering scheme (EEHC) [11] is designed for sensor networks where a portion of the sensor nodes are assumed to be equipped with additional energy resources. It takes advantage of node heterogeneity by assigning different weights to the probability for different type of nodes to become CH in each round.

Many other clustering protocols exists in the literature and the reader can refer to [2] for a comprehensive survey. These clustering techniques differ by the criteria they use for the choice of CHs. They save sensor energy by local data fusion, which reduce the number of data packets, and they distribute energy dissipation among sensors by proper CH role rotation strategies.

### III. Problem Modelling

#### A. Energy Analysis

We start by deriving simple energy consumption models of two generalized clustering paradigms. In the first paradigm, CHs are chosen from normal static sensors and the Static Cluster Head (SCHs) roles are periodically rotated among sensors to distribute energy consumption. In the second paradigm, there are a few resourceful mobile MANET nodes acting as Mobile Cluster Heads (MCHs), with the ability to reposition themselves from time to time to organize dynamic sensor clusters. We assume that communication energy consumption is not a concern of MCHs (e.g. they could be rechargeable).

Using the same radio model as in [4] and [5], the energy dissipation of transmitting and receiving one-bit data over a distance \(d\) are given as \(E_{tx}(d) = E_{elec} + E_{amp} \cdot d^\lambda\) and \(E_{rx} = E_{elec}\) respectively, where \(E_{elec}\) is the energy dissipation of the transceiver circuit, and \(E_{amp}\) is the that of the amplifier. Both \(E_{amp}\) and \(\lambda\) are dependent on the sender and receiver distance \(d\): \(E_{amp} = \epsilon_f, \lambda = 2\) when \(d \leq d_0\) and \(E_{amp} = \epsilon_m, \lambda = 4\) when \(d > d_0\), where \(d_0\) is a constant distance that depends on the environment.

Now assume each sensor transmits \(m\)-bit of data to its CH in one round. The average energy consumption for a non-CH sensor in each round would be

\[
E_{SN} = m \cdot (E_{elec} + E_{amp} \cdot d_{SN}^\lambda)
\]

where \(d_{SN}\) is the average distance from a sensor to its CH. For a CH, its energy consumption will be

\[
E_{CH} = mN_{CH}E_{elec} + m \cdot (E_{elec} + E_{amp} \cdot d_{CH}^\lambda)
\]

where \(d_{CH}\) is the average distance from a CH to the sink, and \(N_{CH}\) is the average number of sensors in each cluster. Note that CH sends out only \(m\)-bit data per round because CH performs data fusion (e.g. by averaging) to compress every \(N_{CH}\) data packets into a single one. Let \(\alpha\) be the ratio of number of CHs to the total number of sensors. Then sensors’ average energy consumption for the static sensor clustering paradigm would be

\[
E_{SCH} = (1 - \alpha) \cdot E_{SN} + \alpha E_{CH}
\]

While for clustering with MCHs, sensors’ average energy consumption is simply

\[
E_{MCH} = E_{SN}
\]

It’s not hard to examine that \(E_{SCH}/E_{MCH} > 1\) always holds as long as CH consumes energy than non-CH sensor and the ratio will be greater with larger \(\alpha\) and increasing network size. We also note that both \(d_{SN}\) and \(N_{CH}\) are dependent on \(\alpha\), therefore \(E_{SCH}\) and \(E_{MCH}\) are not simple linear functions of \(\alpha\). In order to numerically compare the two paradigms, we use the simple approximations:

\[
N_{CH} \approx \alpha N \quad \text{and} \quad d_{SN} \approx \sqrt[4]{\frac{\text{Network Area}}{N_{CH}}}
\]

We use typical radio parameter settings (\(E_{elec} = 5nJ/\text{bit},\) \(\epsilon_f = 100pJ/\text{bit/m}^2,\) \(\epsilon_m = 0.0013pJ/\text{bit/m}^4\) and \(d_0 = 75m\)) to conduct numerical experiments of a \(100m \times 100m\) WSN with 100 sensors. Each sensor has an initial energy of 1 Joule and transmits 8 Kb data to its CH during each round. The network lifetime of the two schemes are shown in Fig. 1. Both clustering paradigms are reduced to the direct transmission (i.e. no clustering) case when the number of CHs is set to zero. The plot shows that for static clustering, there exists an optimal ratio of CHs, which is consistent with the simulation results obtained by [4]. While for clustering with MCHs, the performance always outperforms that of SCH and the gap drastically increases with higher CH ratios. We remark that the numerical results are only approximations of the two clustering paradigms, and performance of actual clustering protocols will differ with different designs. Motivated by these results, we will formally formulate the mobility-assisted clustering problem and give distributed solutions to achieve extended network lifetime in the following sections.
B. Problem Formulation

We are considering a sensor network with $N$ randomly deployed sensor nodes and $K$ MCHs. Each sensor has an some initial energy that cannot be replenished. Similar to [5], we also require each node to have a fixed number of transmission power levels. This functionality is available in many sensor products such as TelosB[8]. And it’s typically straightforward to set the transmission power via the standard $iotcl()$ call.

During each round of length $\Delta T$, a sensor directly sends $m$-bit data to its current MCH with the minimum transmission power. We use $C_k$ to denote the cluster led by the $k^{th}$ MCH located at $u_k$. Then our objective is to minimize the following energy function in each round $i$:

$$Q_i = \sum_{n}^{N} \lambda_n(i) \sum_{k}^{K} r_{nk}e_{nk}(u_k)$$

where $e_{nk}(u_k)$ is the energy sensor $n$ consumed by transmitting data to MCH $k$, $r_{nk}$ is a binary variable representing sensor $n$’s cluster membership and $\lambda_n(i)$ is a weighting factor associated with sensor $n$’s residual energy at the beginning of the $i^{th}$ round. $\lambda_n(i)$ can be chosen such that lower energy nodes can have a greater influence.

If we use the first-order energy model in previous discussions: $e_{nk} = \beta + \alpha \|x_n - u_k\|^2$, where $\beta = mE_{elec}$ and $\alpha = mE_{amp}$, then the minimization of $Q_i$ could be done through an iterative weighted K-means procedure showed as Algorithm 1. We note that the above procedure has to be executed for every round because the weighting factor $\lambda_n(i)$ changes with the sensors’ residual energy. Obviously the above algorithm is a centralized solution that require the location information of the sensors and a centralized dispatch of MCHs. However, in the next section we will propose a protocol that allows MCHs to automatically organize near-optimal clusters in a distributed manner.

IV. The MADSEC Protocol

A. The Clustering Protocol

Based on previous discussions, we know that the weighted K-means procedure optimize the energy function by repeated execution of cluster formation and cluster updates. MADSEC approximate the optimization process in similar steps, however, in a distributed manner. In MADSEC, MCHs broadcast $\text{invite}_\text{msg}(\text{MyID})$ during cluster formation using the maximum transmission power. Sensors only join an MCH with the strongest Received Signal Strength (RSS).

The cluster updates in MADSEC make use of the weighted Average Minimum Reachable Power (wAMRP) metric to update MCH locations. wAMRP extends AMRP in [5] by assigning weight to each sensor, and it’s defined as the weighted average minimum power for all cluster members to reach the CH. Let $N$ be the number of sensors in a cluster. Let $\epsilon_i$ be sensor $i$’s residual energy, and $w_i = f(\epsilon_i)$ be the weight of this sensor. Then we have

$$w_{\text{AMRP}} = \frac{1}{N} \sum_{i=1}^{N} w_i \cdot \text{Min}R_p_i$$

where $\text{Min}R_p_i$ is the minimum transmission power for sensor $i$ to reach the MCH, which can be estimated according to the law of radio path loss

$$\text{Min}R_p_i = \begin{cases} \frac{4\pi^2 P_{r} L_{G_{t}} d^2}{G_{t} G_{r} h_{t} h_{r} \lambda d^4}, & \text{if } d < d_0 \\ \frac{P_{r} L_{G_{t}} d^2}{G_{t} G_{r} h_{t} h_{r} \lambda^2}, & \text{if } d \geq d_0 \end{cases}$$

where $P_r$ is the receiver sensitivity, $G_{t}$ and $G_{r}$ are the antenna gains of the transmitter and the receiver respectively, $h_{t}$ and $h_{r}$ are the antenna heights, $L$ is the system loss, and $\lambda$ is the wavelength. If we use the first order path loss approximation, wAMRP can be written in terms of sensor and MCH locations as

$$w_{\text{AMRP}} = \frac{C}{N} \sum_{i=1}^{N} w_i \|u - x_i\|^2$$

where $C = \frac{(4\pi^2)^2 P_{r} L_{G_{t}}}{G_{t} G_{r} h_{t} h_{r} \lambda^3}$. It’s obvious that when $u^* = \frac{1}{N} \sum w_i x_i$, we get the minimum wAMRP. Note the $u^*$ is exactly the updated MCH positions in Algorithm 1 if we normalize $\sum \lambda_n(i) r_{nk}$ to $\sum r_{nk}$. Intuitively, MCHs can use $w_{\text{AMRP}}$ as an indicator to update their locations. However we are
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\[ g(u_i) = \frac{C}{N} \sum_{n=1}^{N} ||u_i - x_n||^2, i = 0, 1, 2 \]

By subtracting \( g(u_{i+1}) \) from \( g(u_i) \), we get the linear equation group

\[ \begin{align*}
    g(u_0) - g(u_1) &= 2CT1 \left[ \frac{1}{N} \sum w_i x_n - \frac{1}{2}(u_0 + u_1) \right] \\
    g(u_1) - g(u_2) &= 2CT2 \left[ \frac{1}{N} \sum w_i x_n - \frac{1}{2}(u_1 + u_2) \right]
\end{align*} \]

where \( l_1 = vt_0 \left[ \frac{\cos \theta_0}{\sin \theta_0} \right], l_2 = vt_1 \left[ \frac{\cos \theta_1}{\sin \theta_1} \right] \) and we use \( \sum_n w_n = N \). Note that both \( x_n \) and \( u_i \) are unknowns since we assume location unawareness. Our goal is to arrive at \( u^* = \frac{1}{N} \sum x_n \) for cluster update.

We observe that the above computation will be carried out at \( u_2 \). Therefore the MCH only needs to calculate \( y = u^* - u_2 \) to get to the desired location \( u^* \). Reorganizing the above linear equation in terms of \( y \) will give us

\[ \begin{bmatrix} \cos \theta_0 & \sin \theta_0 \\ \cos \theta_1 & \sin \theta_1 \end{bmatrix} \begin{bmatrix} y_1 \\ y_2 \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \end{bmatrix} \]

where

\[ b_1 = \frac{f(u_0) - f(u_1)}{2C} + \frac{1}{2}v^2(t_0^2 + t_1^2) \]

and

\[ b_2 = \frac{f(u_1) - f(u_2)}{2C} + \frac{1}{2}v^2(t_0^2 + t_1^2)[1 + 2\cos(\theta_1 - \theta_0)] \]

The only requirement for us to get a valid solution is that the 2 \( \times \) 2 coefficient matrix be full rank, which indicates

\[ \theta_1 - \theta_0 \neq k\pi, k \in Z \]

The constraint dictates that the two random moves \( l_1 \) and \( l_2 \) should not be collinear, which can be easily satisfied by the MCH changing its direction when making the second random move. The solution to the final move \( y \) means that MCH does not need any location information for cluster updates. The only information used here is the three \( w\text{ARMP} \) samples at three different locations and the two random moves that lead to these locations.

The complete clustering protocol of MADSEC is shown in Algorithm 3. The clustering process is the repeated execution of cluster formation and cluster updates, as in the centralized weighted K-means algorithm. However, in MADSEC each MCH executes the same clustering protocol independently, requiring no pre-knowledge about the network. Therefore, the termination condition could not be determined as in the centralized weighted K-means, in which the global error function is evaluated. Here we use a local decision method: each MCH makes independent decisions about whether to terminate local clustering by calculating the distance between the final locations of two consecutive iterations. The evaluation of the distance error \( d_E \) (see Algorithm 3) again does not require any location information. When local clustering is terminated by an MCH, it will wait until all the other MCHs have terminated their clustering to initiate the data collection process. The clustering synchronization is achieved through communications over the MANET formed by MCHs.

### B. Data Collection

An MCH will schedule inter-cluster data aggregation after clustering is finished. Each round of data collection has a length of \( \Delta T \) and is divided into \( M \) TDMA frames. Similar to [4], each MCH creates an intra-cluster TDMA schedule allocating one of the \( M \) TDMA frames to each sensor. During idle TDMA frames, an MCH fuses the data received from its member nodes into a single frame and sends it over the MCH overlay network towards the sink. Intra-cluster interference and overhearing is handled by putting sensors to sleep during other sensors data transmission frames. To reduce energy consumed by inter-cluster overhearing, an MCH further split a sensor’s data transmission frame into \( I \) sub-frames and randomly allocate one of the \( I \) sub-frames for the sensor to transmit data, while putting the sensor to sleep during the rest.

Algorithm 3 The MADSEC clustering protocol

1: Initialize: \( d_E \leftarrow Infinity, loopCnt \leftarrow 0 \)
2: while \( d_E > d_{th} \) and \( loopCnt < MAX\_LOOP \) do
3: // Cluster formation
4: MyCluster = \{
5: Broadcast invite_msg(MyID)
6: for all received ack_msg(SensorID, MyID) do
7: Add SensorID to MyCluster
8: end for
9: // Cluster Updates
10: Measure \( w\text{AMRP} \) (Algorithm 2)
11: for \( i = 0, 1 \) do
12: Make a random move \( I_i \)
13: Measure \( w\text{AMRP} \)
14: end for
15: Compute \( y \) and make the final move
16: \( loopCnt \leftarrow loopCnt + 1 \)
17: \( d_E \leftarrow ||l_1 + l_2 + y||^2 \)
18: end while
V. PERFORMANCE EVALUATION

In this section, we present the simulation results of the proposed protocol. All of the simulation results are average over least 20 runs unless otherwise specified. The general simulation parameters are presented in Table I.

We first compare the performance of the following clustering schemes:

- Centralized LEACH (C-LEACH): The basic operations of our implementation of C-LEACH are similar to that of the original LEACH, except that we assume there exists a centralized server holding information of the whole network, and the CH election and rotation are totally controlled by the server. Therefore, our C-LEACH implementation should be an upper bound of the original LEACH protocol.

- Random Mobility (RM) clustering: For RM clustering, each MCH makes a random move to a new location when clustering is triggered. Sensor join an MCH with the minimum RSS.

- MADSEC: We considered MADSEC with equal weights and unequal weights. For unequal weights, MADSEC uses the exponential function \( w_i = \exp(\bar{e}/\epsilon_i) \), where \( \bar{e} \) is the average residual energy of sensors in a cluster.

CH ratio is set to 5% for all schemes, which should be the range where static clustering has the best performance based on our numerical experiments. In ideal conditions, clustering should be triggered in every round (i.e. \( T_{NO} = 1 \)) to maximally increase the network lifetime. However, such small \( T_{NO} \) will incur too much overhead and system instability in practice. Therefore we set \( T_{NO} = 5 \) in the simulations. The results are shown in Fig. 2. We note that even RM clustering can significantly increase the network lifetime compared with C-LEACH. The two variants of MADSEC further improve on RM clustering with a large margin. Another view of the results is shown in Table II. The weighted MADSEC scheme has the best performance in terms of first node death time, because it gives more weight to sensors of less energy thus more adaptive in distributing sensor energy consumption compared with equal weights MADSEC. However, the energy function equal weights MADSEC aims to minimize is exactly the average energy consumption of the entire network, which is why it achieves the longest last sensor death time and also performs the best in the total network energy consumption benchmark.

In the second experiment, we are interested in how the performance of MADSEC scales with varying number of MCHs. The results are shown in Fig. 3 and Fig. 4a. As we can see, MADSEC does benefit from more CHs, which is consistent with our numerical analysis. However, we remark that more MCHs incur more cost in real applications, therefore a trade off has to be made during deployment.

We also studied the behaviours of MADSEC under different number of power levels. We compare the actual cluster formed using the equal weights MADSEC with that of the centralized K-means algorithm. In this experiment, MADSEC is initialized by randomly placing five MEs in the sensor network. The five coordinates are also used to initialize the K-means algorithm. We then measure the mean square distance error between final positions of MCH and that computed by K-means. The results are shown in Fig. 5. As we see, the more

TABLE I: Simulation Parameters

<table>
<thead>
<tr>
<th>Type</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>Network size</td>
<td>100m x 100m</td>
</tr>
<tr>
<td></td>
<td>Number of sensors (N)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Sensor distribution</td>
<td>Random</td>
</tr>
<tr>
<td></td>
<td>Sink Location</td>
<td>(50m, 0)</td>
</tr>
<tr>
<td>Application</td>
<td>Sensor initial energy (E_i)</td>
<td>1 Joules</td>
</tr>
<tr>
<td></td>
<td>ME speed (v)</td>
<td>2 m/s</td>
</tr>
<tr>
<td></td>
<td>Data packet size (k)</td>
<td>1000 bytes</td>
</tr>
<tr>
<td></td>
<td>Data rate (r)</td>
<td>100 kbps</td>
</tr>
<tr>
<td>Radio transceiver</td>
<td>Radio frequency</td>
<td>2.4GHz</td>
</tr>
<tr>
<td></td>
<td>Maximum transmission power</td>
<td>-1.58dBm</td>
</tr>
<tr>
<td></td>
<td>Receiver Sensitivity</td>
<td>-24dBm</td>
</tr>
<tr>
<td></td>
<td>E_rx</td>
<td>5 nJ/bit</td>
</tr>
<tr>
<td></td>
<td>$\epsilon_p$</td>
<td>10 pJ/bit/m^2</td>
</tr>
<tr>
<td></td>
<td>$\epsilon_{sp}$</td>
<td>0.0013 pJ/bit/m^2</td>
</tr>
<tr>
<td></td>
<td>Threshold distance (d_0)</td>
<td>75m</td>
</tr>
<tr>
<td>MADSEC</td>
<td>Round length ($\Delta T$)</td>
<td>50 s</td>
</tr>
<tr>
<td></td>
<td>Clustering Frequency ($T_{NO}$)</td>
<td>5 rounds</td>
</tr>
<tr>
<td></td>
<td>Number of TDMA frames (M)</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Number of Sub-frame (F)</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Number of power levels (L)</td>
<td>20</td>
</tr>
</tbody>
</table>

**Tables:**

**Table II: Network lifetime of different clustering schemes**

<table>
<thead>
<tr>
<th>Initial Energy (Joules)</th>
<th>Protocols</th>
<th>Round first node dies</th>
<th>Round last node dies</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>C-LEACH</td>
<td>101</td>
<td>442</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>275</td>
<td>583</td>
</tr>
<tr>
<td></td>
<td>MADSEC(equal weights)</td>
<td>422</td>
<td>952</td>
</tr>
<tr>
<td></td>
<td>MADSEC(unequal weights)</td>
<td>467</td>
<td>782</td>
</tr>
<tr>
<td>1.0</td>
<td>C-LEACH</td>
<td>242</td>
<td>783</td>
</tr>
<tr>
<td></td>
<td>RM</td>
<td>584</td>
<td>1125</td>
</tr>
<tr>
<td></td>
<td>MADSEC(equal weights)</td>
<td>906</td>
<td>1836</td>
</tr>
<tr>
<td></td>
<td>MADSEC(unequal weights)</td>
<td>983</td>
<td>1536</td>
</tr>
</tbody>
</table>

**Graphs:**

Fig. 2: Network lifetime comparison of different clustering schemes

(a) Sensors’ Death Curve (b) Total network energy

Fig. 3: MADSEC Behaviors with varying number of MCHs
power levels we have, the more accurately MCHs calculate target location in the cluster updates step. However, we also note that, more power levels incur more clustering overhead (see Fig. 5b). This is because in the cluster formation step, the number of probe_msg messages broadcast by MCHs is proportional to the number of power levels. The overhead is also proportional to the number of MCHs. Generally, more MCHs will result in smaller cluster sizes, therefore larger location errors because wAMRP is an averaging metric.

Finally, we compare the network lifetime of MADSEC with different power levels to K-means. In this experiment, K-means directly calculates the optimal cluster configuration using sensors’ location information, while MADSEC executes the distributed clustering. The results are shown in Fig. 6 and Fig. 4b. We note the performance of MADSEC is very close to that of the K-means algorithm in general, which is a result of its near-optimal cluster formation. And the performance gap between MADSEC and K-means decreases with more power levels.

VI. CONCLUSION

In this paper, we addressed the sensor clustering problem in the design of an autonomous Mobile Ad Hoc Network (oMANET). We formulate the mobility-assisted sensor clustering problem that result in a weighted K-means solution. Based on the formulation, we propose the Mobility-assisted Distributed SEnsor Clustering for energy-efficient data collection in WSNs. MADSEC allows mobile oMANET nodes to intelligently organize energy-efficient sensor clusters in a distributed manner, with performance comparable to that of a centralized algorithm. We finally showed the effectiveness of our approach by NS2 simulation.