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MOTIVATION

Multicore systems are everywhere
They have coherent shared memory, caches and operating
system support

OBJECTIVE

To extend the PolyBlaze framework with a fully coherent,
highly configurable L1 cache implementation designed for
FPGAS

PERFORMANCE EFFICIENCY RATIO

PERF/EFF — _ % decrease in runtime
RATIO % increase in BRAM usage

Results relative to a 4KB Direct Mapped cache



SYSTEM DESIGN
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RESULTS & CONCLUSIONS
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RATIO ™ 9% increase in BRAM usage
Results relative to a 4KB Direct Mapped cache



