
BALANCING USER EXPERIENCE FOR MOBILE ONE-TO-ONE INTERPERSONAL
TELEPRESENCE

by

KEVIN PATRICK COLEMAN PFEIL
M.S. University of Central Florida, 2013
B.S. University of Central Florida, 2010

A dissertation submitted in partial fulfilment of the requirements
for the degree of Doctor of Philosophy
in the Department of Computer Science

in the College of Engineering and Computer Science
at the University of Central Florida

Orlando, Florida

Spring Term
2022

Major Professors: Joseph J. LaViola and Pamela Wisniewski



© 2022 Kevin Patrick Coleman Pfeil

ii



ABSTRACT

The COVID-19 virus disrupted all aspects of our daily lives, and though the world is finally return-

ing to normalcy, the pandemic has shown us how ill-prepared we are to support social interactions

when expected to remain socially distant. Family members missed major life events of their loved

ones; face-to-face interactions were replaced with video chat; and the technologies used to facil-

itate interim social interactions caused an increase in depression, stress, and burn-out. It is clear

that we need better solutions to address these issues, and one avenue showing promise is that of

Interpersonal Telepresence.

Interpersonal Telepresence is an interaction paradigm in which two people can share mobile expe-

riences and feel as if they are together, even though geographically distributed. In this dissertation,

we posit that this paradigm has significant value in one-to-one, asymmetrical contexts, where one

user can live-stream their experiences to another who remains at home. We discuss a review of the

recent Interpersonal Telepresence literature, highlighting research trends and opportunities that re-

quire further examination. Specifically, we show how current telepresence prototypes do not meet

the social needs of the streamer, who often feels socially awkward when using obtrusive devices.

To combat this negative finding, we present a qualitative co-design study in which end users worked

together to design their ideal telepresence systems, overcoming value tensions that naturally arise

between Viewer and Streamer. Expectedly, virtual reality techniques are desired to provide im-

mersive views of the remote location; however, our participants noted that the devices to facilitate

this interaction need to be hidden from the public eye. This suggests that 360◦ cameras should

be used, but the lenses need to be embedded in wearable systems, which might affect the viewing

experience. We thus present two quantitative studies in which we examine the effects of camera

placement and height on the viewing experience, in an effort to understand how we can better
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design telepresence systems. We found that camera height is not a significant factor, meaning

wearable cameras do not need to be positioned at the natural eye-level of the viewer; the streamer

is able to place them according to their own needs.

Lastly, we present a qualitative study in which we deploy a custom interpersonal telepresence pro-

totype on the co-design findings. Our participants preferred our prototype instead of simple video

chat, even though it caused a somewhat increased sense of self-consciousness. Our participants

indicated that they have their own preferences, even with simple design decisions such as style

of hat, and we as a community need to consider ways to allow customization within our devices.

Overall, our work contributes new knowledge to the telepresence field and helps system designers

focus on the features that truly matter to users, in an effort to let people have richer experiences

and virtually bridge the distance to their loved ones.
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CHAPTER 1: INTRODUCTION

This chapter is based on part of a work previously published:

Kevin P. Pfeil, Neeraj Chatlani, Joseph J. LaViola, and Pamela Wisniewski. 2021. Bridging the

Socio-Technical Gaps in Body-worn Interpersonal Live-Streaming Telepresence through a Critical

Review of the Literature. Proc. ACM Hum.-Comput. Interact. 5, CSCW1, Article 120 (April

2021), 39 pages. DOI:https://doi.org/10.1145/3449194

In the past few years, we have experienced a phenomenon like none other in recent memory —

the Novel Coronavirus has created the need for “social distancing,” where people must physically

distance themselves and limit the size of social gatherings [5], while still trying to function as a

society and remain connected to one another. Both non-essential work and school environments

have moved online as people struggled to keep a safe distance, while avoiding complete social iso-

lation. Some countries did shutdown completely, disapproving of larger social gatherings which

could contribute to spreading the virus, fining individuals who broke shutdown laws [6, 214].

Meanwhile, we pondered how this situation affected interpersonal relationships, as remote tech-

nologies tend to emphasize work and school as the primary use cases for their target audiences;

for instance, depression and anxiety levels have reportedly increased on a global scale [33, 47, 85],

due to a perceived sense of loneliness [20], as people are desperate to go back into the world, yet

fear contracting the virus. Additionally, users report how repeatedly interacting with video chat

applications can cause “Zoom Fatigue” [158]. It is in times like these that Human-Computer Inter-

action (HCI) researchers can make a difference by designing novel technologies that can address

some of the new challenges facing the world. We might re-imagine telepresence, or the ability to

perceive and/or interact with a remote environment as if actually there [159], for more immersive

and intimate uses, such as orchestrating a playdate or being able to share invaluable time with
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an ill family member who is physically bound to their home or bed. By transforming existing

technologies or imagining new ones, we might be able to bridge the socio-technical gap in a way

that facilitates one-to-one telepresence experiences which maintain and strengthen interpersonal

relationships that are increasingly mediated through technology.

In 1980, Minsky hypothesized that we could implement telecommunications in order to let workers

remotely manipulate a robotic platform to perform a task over great distance [159]. We are seeing

this idea begin to blossom; for example, stationary robots are being used by doctors for remote

surgery [121, 193], and research efforts are planning robotic uses for space expeditions [83, 136,

137]. For everyday use cases, simple, wheeled robots have been developed to let a user explore and

interact with a remote environment via video chat (e.g. [98, 182]). More recently, telepresence has

expanded to include interpersonal experiences through telecommunications platforms (e.g., Skype,

Zoom, etc.) that connect two or more parties, typically within home environments (e.g., [96, 97,

178, 179]). However, with the advent of affordable cameras with live-streaming capabilities and

sufficient networking technologies, there is a new trend in research which people wear a camera

on their body to share their mobile experiences with another person. This form of telepresence,

which we refer to as interpersonal telepresence, is starting to gain traction, in multiple areas.

For instance, streamers are broadcasting to vast audiences comprised of users who each have a

viewing device [72, 170, 244]. Twitch, Periscope, and TikTok, for example, are popular live-

streaming platforms, where content creators have started to share their live experiences with audi-

ences as they visit different places [50], perform tasks, or engage in other activities [71, 144, 145].

Meanwhile, doctors are live-streaming first-person views of surgery to enhance medical students’

training [62]. In these cases, a single user broadcasts to many recipients to share the experience,

rather than to build or maintain existing relationships with them.

Yet, there is an opportunity for immersive telepresence to be leveraged in a one-to-one paradigm,
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where there is only one streamer and one viewer, to not only share one’s experience but to socially

connect to another human being. This more intimate use of telepresence technology creates unique

opportunities for interpersonal interactions that build relationships and trust through shared goals,

such as a remote user directing an on-site user to perform specific tasks or interact with their

environment [82, 225, 249], or to simply allow for a socially-distant meet-up where it would be

otherwise impossible, or dangerous to do so.

Telepresence has been used in work-related scenarios and in the context of Human-Robot Interac-

tion (HRI) [125], but with consumers being given increased access to telepresence-capable technol-

ogy, such as 5G streaming and mobile HD cameras, one-to-one telepresence has also found several

recreational uses. At the beginning of the 2010’s, for instance, smartphones and mobile video

chat applications (e.g. Skype and FaceTime) emerged, setting up the infrastructure for mobile,

one-to-one, interpersonal telepresence [255]. However, the implementations of mobile telepres-

ence are still in their infancy, as researchers are working to identify the best practices which offer

optimal user experience to both sides of the interaction. Recent implementations of mobile inter-

personal telepresence in the academic community have been met with apprehensions and scrutiny,

and leading up to the ACM CHI 2019 conference, there was significant discourse surrounding the

body-worn paradigm as a way to provide remote attendance to conferences [54, 180]; for instance,

some felt that the nature of the interaction invited social harm to the person wearing a device on

their body, such as leading to uncomfortable situations or exploitation, and women have expressed

that wearing a camera or screen on their body would invite people to stare inappropriately.

These concerns have caused telepresence researchers to reconsider the social implications of this

new interaction paradigm. In essence, these concerns stem from what Ackerman calls a “socio-

technical gap” [7], in which there is a disconnect between what we should socially support and the

technical capabilities for doing so. In a mobile telepresence experience, the local user, remote user,

and third parties in the immediate vicinity each have social needs. Addressing these needs give rise
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to the technical implications of future body-worn telepresence designs. These concerns inspire us

to work towards creating a better telepresence interaction for all its potential users. Therefore, we

apply this socio-technical lens to a field that tends to be more technical in nature, as to bring about

a better understanding of social considerations for this interaction.

Thus, the purpose of this dissertation is to address these socio-technical needs through a series of

studies that give more power to the user. We describe research efforts aimed at understanding what

users desire from an interpersonal telepresence interaction, and focus on realizing those needs. To

do so, we utilize the Value Sensitive Design (VSD) framework.

Value Sensitive Design (VSD) Framework

In this dissertation, we apply the VSD framework, which is an iterative approach to identifying

stakeholders, the benefits and harms that those stakeholders encounter, and the human values that

conceptually envelop those benefits and harms [56]; see Figure 1.1 for illustration. Three types

of efforts are used within this framework: Conceptual Investigations, with which researchers can

leverage existing knowledge to identify the human problem space and ways to tackle it; Empirical

Investigations, with which researchers can identify human values through in situ observations;

and Technological Investigations, with which researchers can learn how technology can foster

these human values [56]. In this dissertation, we leverage each type of investigation to isolate and

foster human values for future interpersonal telepresence designs. We triangulate how individual

differences must be considered when designing new prototypes in this problem space; whereas

past research does not engage with individual differences and attempts to build devices to fit the

“average” user, we demonstrate that this strategy is detrimental. We provide a set of considerations

to help guide interpersonal telepresence design decisions, concluding that to truly give power to

the user, we must provide them with the tools to realize their own telepresence prototypes.
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Figure 1.1: Illustration of the Value Sensitive Design framework. Three types of investigations
comprise the framework: Conceptual, Empirical, and Technological.

Thesis Statement

Mobile interpersonal telepresence devices can be designed in a fashion that increases the viewer’s

sense of presence while reducing the streamer’s social cost.

Contributions

This dissertation makes the following contributions:

• Application of the VSD framework in a field that is traditionally more technical in nature, to

identify human values that should be embedded in future interpersonal telepresence design

• A conceptual investigation into stakeholders and human values through a systematic review

of the mobile, one-to-one, interpersonal telepresence literature, including gaps and opportu-

nities in the current research (Chapter 3)

5



• A technological investigation into the value conflicts that arise from simple design decisions

such as bodily camera placement and height, demonstrating how camera placements affect

the quality of the viewing experience, and how men and women prefer different egocentric

camera heights (Chapters 4 and 5)

• An empirical investigation of human values that should be embedded into prospective inter-

personal telepresence prototypes, by giving a voice to users in the design process through

co-design (Chapter 6)

• A technological investigation of a replicable, affordable, and unobtrusive interpersonal telep-

resence prototype based on user input, with a study that compares this prototype to the norm

of video chat (Chapter 7)

Organization

The remainder of this dissertation is organized into major chapters that follow the VSD framework;

see Figure 1.2 for illustration. Chapter 2 discusses the relevant literature in this space, focusing

on general telepresence usage, user perception of virtual environments, and emerging recommen-

dations / best practices for live-streaming. In Chapter 3, we present a systematic review of the

mobile, one-to-one, interpersonal telepresence literature, demonstrating how prior work mainly

focuses on technological contributions for this paradigm, and how there is a lack of literature to

address the socio-technical considerations. Chapter 4 details a user-centered experiment in which

we find how camera placement significantly impacts a viewer’s experience, and Chapter 5 shows

that egocentric camera height is not particularly a major factor to consider as long as it falls within

three standard deviations of natural human height, though preferred height does differ between

men and women. Chapter 6 illustrates a study in which we identify human values that should be

considered when designing interpersonal telepresence prototypes, and Chapter 7 describes an ex-

6



periment in which we deploy a prototype that fostered these values, where participants compared

this prototype to standard voice chat applications. Finally, Chapter 8 synthesizes design consid-

erations for interpersonal telepresence, and provides a roadmap for future work to tackle in this

research space.

Figure 1.2: Overview of the dissertation. Using the VSD framework, we conduct conceptual,
empirical, and technological investigations.
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CHAPTER 2: RELATED WORK

There have been numerous research efforts in the field of telepresence, in which the goal is to

provide one user with a way to feel as if they were in a remote environment (this is known as

spatial presence [271]). With interpersonal telepresence, the goal has evolved to let two users

feel as if they are with each other (this is known as social presence [187]). In this section, we

briefly discuss how telepresence design originated in and evolved with human-robot interaction

(HRI), and how the field has branched out to this mobile one-to-one paradigm. As researchers have

progressed this style with wearable devices that give a first-person view, we find that bodily camera

placement impacts the quality of view; and with the inclusion of a 360◦ camera which grants

immersive, egocentric viewpoints, virtual reality (VR) head-mounted displays (HMD) allow the

viewer to freely explore an environment at will. However, there has been significant research that

shows how human perception of virtual environments — and even real environments when using

an Augmented Reality (AR) device — differs from that of the real world, pointing to a potential

negative user experience for telepresence cases. We review the extant literature in this space and

discuss the implications for proper telepresence design. Lastly, in light of these considerations, we

discuss design recommendations that have emerged from the Cinematic VR research, noting how

the literature in this space does not approach the problem from a human-centered point of view,

instead recommending “one-size-fits-all” design considerations.

The Progression of Telepresence

In 1980, Marvin Minsky conceived the idea of telepresence as a means of remotely controlling

robotic platforms over long distances, through the use of immersive sensory feedback, which would

allow the controlling user to feel as if they were actually in that environment as they accomplished
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specific tasks [159]. At a remote workstation, the worker would receive a multi-sensory, egocen-

tric point of view from their robot, and be able to react as if they were actually there; for instance,

they could use natural arm movements to remotely grip an object and move it somewhere else

[131]. Since this conception, we have seen numerous research efforts emerging from the field of

HRI under the moniker of mobile robotic telepresence (MRP) [125]. 3D user interfaces (3DUI)

have enabled the direct manipulation of small-scale robots via the use of hand gestures to give

commands to these robots [186, 194], and in the field of healthcare, a larger robot — the Da Vinci

Surgical System — is used to facilitate minimally invasive surgeries while being controlled by a

surgeon via a remote console [247]. Other robots allow the elderly and disabled to interact with

family members, healthcare attendants, and doctors, through the use of mobile platforms which

provide a natural sense of presence [118, 251]. Although mobile robotic telepresence has been

shown to enhance interaction between two friends or family members, end users have also com-

mented that these robotic platforms have major shortcomings; for instance, wheeled robots have

difficulty navigating rough terrain [78], and small aerial vehicles (or drones) are not permissible in

many public areas [4]. Further, some people have expressed anxiety when collocated with robots

[43], and others have commented that these platforms are impersonal, especially in sensitive con-

texts [34].

Telepresence has begun to evolve past HRI in social contexts, as a means of enhancing common

telecommunication by providing face-to-face meetings between two or more remote parties. Typ-

ical teleconferencing systems aim to provide a static “window” to a remote location via a direct

video feed [96, 181, 275], and researchers have endeavored to create systems which incorporate

greater feelings of spatial presence. Microsoft’s Room2Room technology affords this by video-

capturing a person’s body and projecting it into another person’s remote location [192]. An eval-

uation revealed that this method provides a more tangible representation of each party member,

enabling more natural communication (i.e. body language), which can be lost in window-type
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systems. Telepresence has also provided means for more intimate methods of teleconferencing, as

a way for families to keep in touch over long distances, more closely emulating a form of constant

presence through “always-on” video teleconferencing [96, 97, 179]. Researchers have deployed

technology probes in the home, using stationary installations to facilitate a “window” into another

household [96, 97]. However, since mobile technologies have advanced rapidly in the previous

decade, we have begun to see examples of non-stationary telepresence outside of the home, which

we highlight in the next section.

Mobile, One-to-One, Interpersonal Telepresence

As mobile devices such as smartphones and tablet computers have become commonplace, so too

has the ability for telepresence. FaceTime and Skype released video chat applications for these

mobile devices in 2010. Around the same time, consumer-grade telepresence robots using these

devices became available (c.f., [78, 125, 182, 240, 274]), mostly taking the form of “tablets on

wheels,” although other platforms such as quadcopter drones have been leveraged to provide an

unrestricted viewpoint to a remote user [229]. These afford a user with a physical embodiment that

they can use to interact in social settings with their remote environment. However, they have been

criticized for being impersonal both in professional and social contexts [34], and people have been

observed keeping their distance from various robot platforms [43, 258].

At the same time, live-streaming via mobile devices has gained popularity as a way for people to

share their immediate experiences with another, who would see the shared environment from the

perspective of the device [217]. In lieu of using robotic telepresence platforms, researchers have

begun adopting a relatively new approach that leveraged live-streaming mobile devices, where the

sharing user wears the device and situates it in such a way that the recipient can experience the

remote environment from their perspective. This provides an interesting sense of embodiment and
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avoids the most common complaints associated with MRP, namely a lack of freedom of movement

and a sense of impersonality experienced by those interacting with the robot [50, 134]; even small

drones, which are seemingly unrestricted in movement, are not optimal for indoor use, but more

importantly, they are prohibited in many places — for instance, drones are not allowed to fly over

sports arenas during an event in the United States, where there are regulations set by the federal

government regarding legal drone use [4]. New uses of telepresence have emerged that uniquely

utilize this one-to-one interpersonal setup. One use scenario is the sharing of a novice worker’s

perspective to a remote expert, who has the ability to provide guidance through Augmented Reality

(AR) cues, overlaying the novice’s physical perception with the expert’s context-sensitive virtual

information [8, 267, 280]. This paradigm has appeared in multiple fields, including medicine [268]

and manufacturing/maintenance [28, 168, 249].

Live-streamed video from a worker’s first-person perspective also gave rise to new opportunities

in manufacturing and maintenance. For instance, expert workers could train, instruct, or provide

guidance to novice workers without the need to travel [99]. Using AR cues, trainers can even

annotate a worker’s view, in order to depict actions that need to be taken in an assembly task [8, 114,

246]. This form of remote guidance leverages telepresence for production-based environments, and

this could, in the future, become a norm in the industry. However, this interaction will occur behind

closed doors, and there is not a significant social element to it. This is unlike mobile telepresence

experiences, in which a user could navigate around a large environment. For instance, the Faroe

Islands provided live, remote tours to anyone interested in exploring the islands during COVID-19,

using telepresence technology1; in a more populous destination, the streamer might encounter third

party members who may or may not know that this interaction is occurring.

As such, there are different considerations that need to be made for stationary versus non-stationary

1https://visitfaroeislands.com/remote-tourism/
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(i.e., mobile) contexts. Progression in mobile, interpersonal telepresence has given researchers

pause as they begin to consider the needs of their users, the different social contexts in which they

seek to use telepresence, and the different ways that telepresence is used for their interaction [75].

With this change in telepresence paradigm comes a new set of considerations that must be made,

especially given the addition of a new human in the telepresence loop (i.e. the on-site user sharing

their environment), who has their own socio-technical needs that must be met while functioning

as an intermediary for another person’s interaction with the remote environment. For instance,

placement of the live-streaming camera directly affects the viewing experience, but it also plays

a direct role in the streaming user’s image and self-image. In the next section we briefly discuss

relevant literature that applied cameras in different bodily placements.

Wearable Camera Placements

There has been much work in the HCI community to test different bodily camera placements

for telepresence scenarios. Companies like GoPro sell a variety of mounts and straps to support

multiple placements, including backpack-based poles, head and helmet mounts, chest and shoulder

straps, hand and wrist straps, and more [1, 2]. Many recent academic telepresence projects used

placements such as on the shoulder [106, 116, 221, 253], the chest [14, 87], the abdomen [250],

the crown of the head [100, 101, 105, 133, 134], over the head (via a pole) [243], in a backpack

behind the Streamer [9], and even on the Streamer’s face [161, 162].

Every bodily camera placement has benefits and drawbacks. Cameras worn on the chest, abdomen,

or shoulder are not affected by the streamer’s head turns, but the field of view is potentially reduced.

Cameras worn on the head allow for a less occluded view, but as the camera and head are coupled,

the viewer can be affected by head movements. To combat this, it is possible to implement image

stabilization, [105, 120], but this can introduce latency or reduction of image size. An overhead
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vantage point via backpack, mounting pole, and gimbal stabilizer could provide stabilization with-

out latency work, but that means the streamer would need to wear additional gear. For a given

streamer, though, placing the camera in these locations affects the view height, and it also changes

the quality of view. If the camera is a 360◦ and the viewer watches with VR equipment, then the

height of the camera potentially impacts the perception of the environment. Leyrer et al. [138]

found that varying viewpoint heights for a given scene can affect distance judgment as well, as is

also implied by Kuhl et al. [126]. Banakou et al. [16] studied this effect when participants were

given a child avatar body. A recent study suggested putting the camera at a constant height of

4’11” (150cm), but was not in the context of body-worn telepresence [113]. In a robotic telepres-

ence setting, it is possible to move the camera up and down [152], but this is not as feasible when

the camera is worn on a person’s body, without changing other variables. As such, we expect that

camera height and bodily camera placement must be balanced to provide optimal user experience.

However, we understand that these factors may affect the viewer’s perception of the remote envi-

ronment. For instance, there is a significant body of literature that documents how humans tend to

underestimate distances (and therefore heights) in VR. In the next section we discuss the relevant

literature in this space as it relates to a viewer’s perception of a remote environment.

Distance Underestimation in Virtual and Augmented Reality

For over two decades, researchers have studied how users perceive distances in VR, and a common

result is that users tend to significantly underestimate distances in VR compared to the real world

[211]. There are a variety of factors that have been identified as contributors to a user’s perception

of their virtual environment. For instance, Mohler et al. investigated the inclusion of self-avatars (a

virtual representation of the user), and found that these provided a significant frame of reference,

resulting in more accurate distance judgements [167]. Likewise, Leyrer et al. show that camera
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height manipulations in a virtual environment also affects a user’s perception; for instance, by

increasing the camera height in relation to the user’s actual height, the authors found that users

tend to underestimate distances [138]. Additionally, Kunz et al. show that the quality of computer

graphics inside a VE affects judgements, such that lower-quality textures were more conducive to

poorer distance estimations [127]. While these articles are pivotal to the VR distance underestima-

tion literature, we note that these factors (presence of self-avatars, eye height, quality of graphics)

can be constant in the real world, and thus constant for immersive telepresence scenarios.

In the extant literature, researchers have utilized multiple procedures in order to measure distance

estimations, including verbal judgments, blind walking, timed imagined walking, and blind throw-

ing [211]. Verbal judgments have been used to draw out a user’s estimation of depth with a simple

procedure, but accuracy tends to decline as targets are located further away [127, 143, 211]. Per-

haps the most popular method, blind walking consists of a participant viewing a target, becoming

blindfolded, and then walking until they believe they reached the target. This procedure has been

used in both real and virtual environments, and historically, participants viewing a VE have walked

significantly shorter distances than those viewing the real world [60, 166, 248, 270]. One of the

weaknesses of this technique, as reported by Jones et al., is that participants might be able to peek

at the ground through the gap between the face and the HMD to use optical flow as feedback [94].

However, a more recent work by Jones et al. suggests that modern VR HMDs alleviate this prob-

lem, as wider FOVs fill the periphery of the viewer [95]. Similar to blind walking, timed imagined

walking consists of a user viewing a target and becoming blindfolded, but instead of walking to

the target, they imagine walking; then they tell the researcher when they believe they would have

arrived, if they walked normally. Previous results have shown that this method elicits responses

comparable to blind walking [67, 199]. Lastly, blind throwing measures a user’s depth estimation

while allowing them to remain stationary [207, 218]. Sahm et al. used blind throwing and found

that responses were comparable to blind walking; they conclude that this procedure is a suitable
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measurement for when blind walking is not usable [218].

As noted in a recent literature survey by El Jamiy and Marsh, there is not as much work regarding

Augmented Reality (AR) distance estimation compared to that in VR [44], but there are some

findings that have emerged in this area. Regarding device type, some researchers have studied the

effects of wearing an Optical See-Through (OST) AR display. For instance, Grechkin et al. [67],

Jones et al. [93, 94], and Livingston et al. [142] used the NVIS nVisor ST device, which could

be used as a VR or AR display. As the participants could see the real world normally through the

lenses, the authors were able to directly study if the limited FOV or additional weight of a device

caused a difference in depth estimation. Grechkin et al. found no statistical difference between

wearing the HMD and normal viewing [67]; however, Jones did find a significant difference in

depth estimation, such that users wearing the HMD underestimated distances [93]. This same

result was confirmed in another experiment by Jones et al.; the authors found similar findings when

using a within-subjects and a between-subjects study design [94]. Livingston et al. compared

OST AR distance estimation between indoor and outdoor environments, in the presence of AR

cues, and found that participants underestimated distance in an indoor hallway environment, but

overestimated distances in an outdoor parking lot environment [142]. Swan et al. used a different

OST AR device — the Sony Glasstron — and found that users underestimated distance with this

device as well [242].

Fewer researchers still have studied how Video See-Through (VST) displays affect distance judg-

ments of a physical environment. Vaziri et al. used a custom VST device and implemented software

techniques to transform the view into a live, non-photo-realistic representation of the environment

[259]. Here, the authors were able to study the effects of varying graphical representations of the

real world, and found that the non-photo-realistic conditions were conducive to significantly dif-

ferent responses compared to viewing the real world through a VST; however, they did not make

a direct comparison to real-world viewing without a VST device. In a separate study, Kyto et al.
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studied depth estimation while the user saw AR cues [128]. Instead of measuring how well a user

perceived the physical environment through a VST HMD, they used an action-based measurement

to understand perception of AR cue depth, with monoscopic and stereoscopic devices. Naturally,

the authors found that stereoscopic rendering of AR cues was more conducive to understanding

distance. In a recent study, Gagnon et al. used the HTC Vive with ZED Mini attachment in or-

der to study user estimations of lengthier distances in a virtual environment [58]. Using a verbal

reporting procedure, they found a trend where users moderately overestimated shorter distances

(25m–200m), but then significantly underestimated larger distances (300m–500m). Lastly, we

have also shown how field of view directly impacts a viewer’s perception of distance in a given

environment [151, 197]. When a viewer wears an HMD — or watches a live-stream on their com-

puter — they are not able to perceive the remote environment in the same manner as the streamer.

However, there have been some design recommendations to help provide the best possible view.

In the next section, we review some of these recommendations that have emerged from Cinematic

VR and 360◦ Videography.

Cinematic VR and Panoramic Camera Videography Design Recommendations

A common feature of virtual reality films generated with 360◦ cameras is the inclusion of a static,

unmoving tripod to capture surroundings. This allows a user to explore a particular view with-

out any occlusion, and prevents simulator sickness caused by a disagreement between the visual

and vestibular systems [112]. Though effective, the video is typically constrained to previously-

recorded footage. For a more personal experience, people can live-stream a video feed to another

while moving about an environment.

360◦ cameras are still in their infancy and are on the way to becoming more affordable. As such,

there is a lack of definitive guidelines to help panoramic content creators optimize their shots.
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That said, the current trend is the recommendation of a “one-size-fits-all” value, not accounting for

individual differences of users. Many divergent recommendations have been issued for static shots

or pictures, such as keeping the camera “eye-level with your subject” [237], “at chest-level” [130],

or at “person-height” [200]. As far as distance from the subject is concerned, various resources

suggest keeping the camera at a balanced distance [46, 49, 201, 220, 222]. Keskinen et al. found

that optimal camera height is around 150cm [113], and Rothe et al. suggested a height of 156cm

if the user is standing [216], but these were for static, unmoving cameras.

Telepresence with body-worn cameras cannot completely subscribe to these tips, because there

will often be more than one subject in the scene, the streamer will often walk around, and the cam-

era viewpoint is often coupled with the height of the streamer. For instance, a 6’0” user placing

the camera over their head would introduce an even taller view. To accommodate a more natu-

ral height for a shorter viewer, that streamer could place the camera on the shoulder. This is a

seemingly simple design considerations to make, yet — as we will see in this dissertation — it has

somewhat drastic consequences. In the next chapter, we will demonstrate how the noticeability of

a telepresence interaction causes the streamer to sometimes feel self-conscious, among other social

considerations that must be considered when designing a telepresence prototype.

Summary

In this chapter, we discussed a brief history of telepresence and how the mobile, one-to-one

paradigm has emerged from previous work. One of the goals of any interaction paradigm is to

achieve simplicity of use, and wearable cameras help to achieve this goal; but, a simple design

consideration such as this does indeed have more impact than we would expect. From a techni-

cal perspective, bodily camera placement and camera height has a direct impact on the viewer’s

perception of the remote environment, a phenomenon rooted in a significant body of literature that
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documents how humans tend to underestimate distances in virtual and augmented reality. How-

ever, as we will discuss in the next chapter, technical considerations only cover one part of the

socio-technical framework; we must also consider the social implications of our design decisions.
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CHAPTER 3: IDENTIFYING THE GAPS AND OPPORTUNITIES FOR

MOBILE INTERPERSONAL TELEPRESENCE

This chapter is based on work previously published: Kevin P. Pfeil, Neeraj Chatlani, Joseph J.

LaViola, and Pamela Wisniewski. 2021. Bridging the Socio-Technical Gaps in Body-worn In-

terpersonal Live-Streaming Telepresence through a Critical Review of the Literature. Proc. ACM

Hum.-Comput. Interact. 5, CSCW1, Article 120 (April 2021), 39 pages.

DOI:https://doi.org/10.1145/3449194

Introduction

In order to understand the future of interpersonal telepresence, we first look to the past, with a

goal of identifying trends and gaps in the literature. In this chapter, we describe a systematic

literature review of interpersonal telepresence works in the span of 2010–2019. In particular, we

look for emerging themes that help us identify the human values that are embedded in the current

state-of-the-art telepresence devices which can be addressed with future work, in order to enhance

user experience for the stakeholders of interpersonal telepresence. Thus, in this chapter, and in

accordance with the VSD framework, we present a conceptual investigation into the human values

that emerge in the interpersonal telepresence space, through a systematic literature review of 52

articles describing mobile interpersonal telepresence (see Figure 3.1). In this chapter, we ask the

following research questions:

• RQ1: How has the telepresence research community worked to understand the socio-technical

interaction within their designs for mobile interpersonal telepresence?

• RQ2: What considerations have been made to accommodate the social needs of all parties
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involved in mobile interpersonal telepresence scenarios?

• RQ3: What are the technical design implications that arise from changes in the design of

mobile interpersonal telepresence, in order to accommodate these social needs?

To answer these questions, we performed a systematic review of the mobile interpersonal telep-

resence literature emerging from the research community from 2010–2019. We performed an

exhaustive search for articles that focused on some form of real-world interpersonal telepresence,

where the streamer had the ability to change locations, thus creating a mobile telepresence experi-

ence. Additionally, we searched for interpersonal scenarios and not work-related ones, as our focus

is on the socio-technical implications of current telepresence design. From there, we conducted

a content analysis with open and emergent coding, categorizing our findings under technical or

social factors. Overall, we found that the telepresence research community has made an attempt to

design for and measure a sense of both spatial presence and social presence (RQ1). However, this

was almost entirely done through the use of custom measurements, highlighting an urgent need

Figure 3.1: In this chapter, we perform a conceptual investigation into human values through a
review of the literature from 2010–2019.
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for telepresence researchers to create and adopt standardized, validated instruments for measuring

remote presence.

While progress is being made to improve the viewer’s sense of social presence, which enhances

their overall experience, we found that the streamer has been generally disregarded as an important

party in the paradigm, with their own specific set of social needs (RQ2). This is especially rele-

vant given that in most telepresence scenarios, the streamer is the one primarily interacting with

the remote environment, either on the viewer’s behalf or as themselves within the telepresence

scenario. Many streamers also complained that the body-worn technology led to socially awk-

ward situations due to how noticeable and conspicuous the technology was. In cases where efforts

were taken to hide the body-worn technology, third parties in the streamers’ environments became

confused. As our understanding of the social needs of all human parties involved in telepresence

scenarios grows, we note that researchers have worked to create systems which allow for more

natural communication between the viewer and streamer, including the use of 360-degree cameras

with head tracking, or varied methods of camera placement depending on the prior relationship of

the streamer and viewer (RQ3).

This chapter contributes an in-depth review of the current state of the interpersonal telepresence

research community’s socio-technical considerations. We accomplish this with a focus on under-

standing how researchers work to address the social needs of the viewer, streamer, and those third

parties in the remote environment, while attempting to preserve the viewer’s immersion and the

streamer’s sense of agency and safety. This chapter also provides recommendations and an agenda

of future work for the telepresence community, in order to advance this novel paradigm while en-

suring that all participants, whether viewing, streaming, or observing, feel a sense of social equity

and enjoyment.
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Methods

To answer our research questions, we conducted a systematic literature review of 52 articles which

described mobile, one-to-one, interpersonal telepresence. In this section we describe our method-

ology, which is comprised of multiple phases including a systematic literature search, scoping

criteria, and data analysis approach.

Systematic Literature Search

As we are focused on an emerging topic within the computer science discipline, we searched the

ACM and IEEE Digital Libraries for relevant articles. We used a combination of search terms

that intersected at the type of human interaction (i.e., “human-to-human,” “personal,” or “inter-

personal”) and the type of technological interaction (“telepresence,” “streaming” “live streaming,”

“video,” or “virtual reality”) that together form a telepresence experience. Our search was lim-

ited to peer-reviewed articles published in English and between the years of 2010 to 2019. Be-

cause Skype introduced video chat to mobile devices in 2010, FaceTime was released in 2010, and

consumer-grade omnidirectional cameras supporting live streaming became regular around 2013,

we felt that this date range would capture the genesis of mobile, one-to-one, interpersonal telep-

resence. Our initial data collection was conducted during the time span of December 2019 through

January 2020. In September 2020, we updated our search to include articles published in 2020.

In total, our search yielded 1,087 articles, which we scoped for relevancy. In the next section, we

describe our inclusion criteria.
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Scoping Criteria: Interpersonal Telepresence

Though telepresence takes many forms, our research interests are focused on a specific kind mobile

(non-stationary and body-worn), one-to-one, interpersonal telepresence. Therefore, we included

articles based on the following inclusion criteria:

1. Article must describe a real-world telepresence experience with, at minimum, video

live-streaming (i.e. not a virtual environment). While it is possible to foster a sense

of presence through virtual environments, our research interests are specific to real-world

interactions.

2. Article must describe a human-to-human interaction (i.e., not human-to-robot or robot-

to-robot). This was included as we are only interested in human-to-human interaction which

carries an entirely unique set of socio-technical implications than telepresence found within

HRI; in addition, although robotics researchers are constantly improving the quality of MRP

platforms, they are currently unusable in many scenarios [125, 141]. Thus, we include this

criterion to allow for the broadest possible capture of telepresence scenarios to mediate in-

terpersonal relationships where researchers forgo the use of a robot.

3. Article must describe an experience where the sharing user is non-stationary (i.e., the

physical ability to change locations). Interpersonal telepresence is noted for its ability to

overcome mobility issues commonly associated with MRP, and so we aimed to focus on

those scenarios which primarily benefit from a human’s natural ability to move. Further,

we expect this criterion to filter teleconferencing scenarios, which fall out of scope of our

research interests.

4. Article must describe a recreational context, and not a work-related scenario. Our

research interests align with the study of the social relationships between participating parties

23



in the everyday use of telepresence, and not those in isolated, task-based scenarios. A wealth

of work has already been done to synthesize the research on work-related telepresence (c.f.,

[59, 135, 246, 249, 267]). Therefore, these contexts were held out-of-scope for the current

review.

5. Article must describe a body-worn device to facilitate the telepresence experience. This

criterion was included because we are interested in telepresence situations in which the view-

ing users can see the shared environment from the sharer’s point of view, opposed to views

which are captured from an imaging accessory such as a tripod or mount, e.g. teleconfer-

encing. “Body-worn” devices include a wide range of devices, from cameras mounted in

harnesses, to a smartphone stored in a shirt pocket, to a camera which is handheld; we in-

clude an article if the sharing user has the ability to constantly manipulate the camera, thus

excluding articles if that user cannot control the camera. Since there is an ongoing debate

regarding appropriate and ethical use of body-worn devices [54, 180, 279], we anticipated

this criterion to also help us identify how prior work tackled this problem.

6. Article must describe a one-to-one interaction. This criterion was included because we

wanted to focus on this unique, more interpersonal interaction style, where two people have a

more intimate means of communication, which could facilitate back-and-forth coordination

to accomplish some mutually beneficial goal. We exclude one-to-many and many-to-many

configurations because they lack this interpersonal quality of interaction and thus fall out of

the scope of our research interests.

For every article returned from the searches, we reviewed the title, abstract, and if necessary, the

main body, to ensure it met all criterions listed above. If so, we added it to our dataset. Then, for

every article in our dataset, we cross-referenced citations and references, adding any new articles

to our final dataset if they also met our inclusion criteria. This was done for every new article in
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our dataset until no new articles were found. We coded 1,087 articles for relevancy. In total, we

identified 52 relevant articles, which we analyzed in our review. In the next section, we describe

our data analysis approach and present our final codebook based on our qualitative analysis.

Data Analysis Approach

We performed the qualitative analysis on the 52 articles, identifying emergent codes, using an it-

erative and grounded approach [132]. We began with open coding and noted the emergent themes

found within the dataset; these typically included factors that we explicitly noted, but also include

underlying concepts which we found across multiple articles. Our coding was also updated as

new codes emerged. A second researcher was consulted during this process to resolve, separate,

or merge ambiguous codes. After open coding, a round of axial coding was conducted where we

grouped our codes into more cohesive dimensions and themes (as shown in Table 3.1). These

described considerations for the interactants, as well as for the interaction as a whole. We then

mapped our coded dimensions into two categories — Technical and Social — which respectively

relate to our RQ3 and RQ2. The combination of these dimensions then forms the concepts required

to answer our RQ1. The Technical dimensions describe the nature and setup of the technology used

by the interactants, along with the design considerations made to benefit the sharing individual, the

viewing individual, or the ability of the two parties to communicate. The Social dimensions de-

scribe the nature of the relationship between the two primary parties and the streamed environment.

This includes the roles that the users played in relation to the activity or task being performed, the

sharing party’s experience in their environment while engaged in telepresence, and how the re-

ceiving user interacted with both their partner and the shared environment. In the next section, we

present our results.
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Table 3.1: Final Codebook Used to Guide our Qualitative Analysis

Themes Dimensions Description (Codes)

Study
Meta-Data

Primary Methodology The type of study conducted in terms of methodology (Quanti-
tative, Qualitative, N/A)

Study Location Was the study conducted in the lab or the field? (Lab, Field,
N/A)

Study Duration How long the study lasted (Cross-sectional, Longitudinal, Re-
peated Measures)

Participant Quantity Total number of participants in the study
Study Dyads Were participants paired in the study? (Yes, No)

Country The country where the study took place

Technical
Factors

Independent Variables The technical independent variables within the study
Dependent Variables The technical dependent variables within the study

Symmetry Equipment setup compared between Streamer and Viewer
(Symmetrical, Asymmetrical)

Streamer
Considerations

Camera Type
The video capture device used by the Streamer (360 Camera,
AR Glasses, Camcorder, Fisheye Camera, Smartphone, Tablet,
Web Cam)

Camera Placement The place where the Streamer’s camera was situated (Hand-
held, Head, Shoulder, Chest, Behind the Back)

View Stabilization The method used to reduce jitter in the captured video stream
(Software, Hardware, None)

Viewer
Considerations

Viewing Apparatus Type of video display used by the Viewer (Computer Monitor,
Smartphone, Tablet / Laptop, TV Display, VR HMD)

Communication Mode The modalities afforded to the Viewer to communicate with the
Streamer (Audio, Live Video, Text Messages, Gestures, Gaze)

Gestural Communication Technique used to let the Viewer provide hand gestures to the
Streamer (Graphic Overlay, Puppet / Avatar, Video Stream)

Gaze Conveyance
Technique used to let the Viewer provide their gaze heading
to the Streamer (Graphic Overlay, Physical Attribute, Spatial
Sound, Vibrations, Video Stream)

Social Factors

Independent Variables The social independent variables within the study
Dependent Variables The social dependent variables within the study

Proposed Relationship
The type of interpersonal relationship between Streamer
and Viewer specified in the article (Crowdsourced/Strangers,
Friends/Family, Long-Distance Relationships, Generic)

Proposed Activity
The type of activity specified in the article which the partici-
pants were engaged in (Classroom Attendance, Games, Shop-
ping, Sports, Generic)

Agency of Streamer The level of control negotiated by the Streamer (Completely
Cyranic, Collaborative Control, Completely Free)

Embodiment Type of representation afforded to the Viewer (None, Streamer
is Embodiment, Video Embodiment, Robotic Embodiment)

Noticeability The reason that brought attention to the Streamer (Not Notice-
able, Interaction Style, Wearable Device)
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Results

Our qualitative analysis synthesizes the state-of-the-art of mobile, one-to-one, interpersonal telep-

resence. We first report descriptive statistics of the dataset in accordance with our final codebook,

followed by a presentation of the Technical and Social factors found within the articles. Finally, we

discuss the interplay between our technical and social factors, describing how social considerations

are integrated into technical designs, and vice versa.

Descriptive Statistics of the Articles

Our dataset (N = 52) was comprised of articles published between 2011 and 2020 (inclusive), but

the majority of articles (85%) were published in 2014 or later. Fifty described artifacts, empirical

studies, or a mixture of both, but we found 1 theory paper and 1 methods paper. As such, the

majority of articles featured technology probes and evaluations. Thirty-five (67%) described a

study as part of their contribution. Table 3.2 provides an index of codes related to these studies and

the associated articles coded. All studies were cross-sectional, with only 1 exception, which was

longitudinal. We did not find any studies with a repeated measures duration. The majority of these

(20) were Lab-based, but 15 were Field-based studies.

In the lab-based studies, the primary methodologies were quantitative (17/20), and the remainder

used qualitative methods. In the field-based studies, the authors primarily used qualitative methods

(13/15), and the remainder used quantitative methods. All 19 of the quantitative studies described

an artifact which was then evaluated in some way; 6 of these were evaluations of a new artifact

without comparing against a control. The primary data collection approach in the qualitative arti-

cles were field notes (7) and interviews (12). Only 1 study used diary methods.

As interpersonal telepresence is contingent on an interaction between two parties, we would expect
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Table 3.2: Results of study meta-data from our codebook

Dimension Code # % Reference(s)

Primary
Methodology

Quantitative 19 37% [13, 25, 26, 31, 69, 100, 102, 104, 105, 116, 123,
154, 162–164, 171, 190, 277, 278]

Qualitative 16 31
%

[14, 35, 40, 86, 87, 90, 115, 160, 165, 175, 183,
202, 205, 231, 243, 262]

N/A 17 33% [21, 26, 101, 103, 106, 122, 134, 147, 153, 160,
176, 189, 232, 250, 253, 263, 266]

Lab 20 38% [13, 25, 27, 31, 40, 69, 90, 100, 102, 104, 105,
123, 154, 162, 164, 171, 175, 190, 277, 278]

Field 15 29% [14, 35, 86, 87, 115, 116, 161, 163, 165, 183, 202,
205, 231, 243, 262]

Study Location

N/A 17 33% [21, 26, 101, 103, 106, 122, 134, 147, 153, 160,
176, 189, 232, 250, 253, 263, 266]

Study
Duration

Cross-sectional 34 65% [13, 25, 27, 31, 35, 40, 69, 86, 87, 90, 100, 102,
104, 105, 115, 116, 123, 154, 160, 162–165, 171,
175, 183, 190, 202, 205, 231, 243, 262, 277, 278]

Longitudinal 1 2% [14]
N/A 17 33% [21, 26, 101, 103, 106, 122, 134, 147, 153, 160,

176, 189, 232, 250, 253, 263, 266]
Yes 22 42% [13, 14, 25, 27, 31, 35, 69, 86, 87, 90, 115, 116,

154, 161, 162, 183, 190, 202, 205, 231, 243, 262]
No 13 25% [40, 100, 102, 104, 105, 123, 163–165, 171, 175,

277, 278]
Study Dyads?

N/A 17 33% [21, 26, 101, 103, 106, 122, 134, 147, 153, 160,
176, 189, 232, 250, 253, 263, 266]

Article
Country

Australia 1 2% [134]
Canada 10 19% [14, 35, 87, 90, 183, 189, 190, 202, 232, 243]

India 1 2% [231]
Japan 23 44% [25–27, 31, 100–106, 147, 153, 154, 160–164,

175, 176, 250, 253]
New Zealand 5 10% [13, 21, 171, 277, 278]

Singapore 1 2% [263]
UK 2 4% [165, 266]

USA 9 17% [40, 69, 86, 115, 116, 122, 123, 205, 262]

studies to involve the use of participant dyads. We found 22 studies to do so. In these cases, the

quantity of participants ranged from 4 to 68 (M = 21.5, SD = 15.8). The authors typically recruited

pairs of participants who knew each other, to have a more ecologically valid study. For the 13
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articles only using 1 participant at a time, the number of users ranged from 5 to 26 (M = 12.9,

SD = 6.59). These were geared towards understanding a single telepresence role, or evaluating an

artifact. Convenience sampling was the primary method to recruit participants.

Overall, our dataset is comprised of 31 unique research projects across all research groups, with

a heavy emphasis on the technological capabilities, and a minor emphasis on how people interact

with others using these technologies. 29% of the articles were authored by 11 unique research

groups, but 37 articles (71%) came from 5 research groups. The University of Tokyo contributed

15 articles, all of which were under advisement of Dr. Jun Rekimoto. Two major projects emerged

from this subset “JackIn Head” (9 articles [100–105, 153, 175, 176]) and “ChameleonMask” (4

articles [160–163]). Simon Frasier University contributed 10 articles, all of which were under

advisement of Dr. Carman Neustaedter. Each of these articles were unique contributions, and 6

described field studies that garnered in situ feedback. Microsoft Research contributed 5 articles,

authored by Dr. Kori Inkpen, Dr. John Tang, or both. Waseda University contributed 4 articles, all

of which were under the advisement of Dr. Jiro Tanaka. They were all related to one major project

“GoTogether” [25–27, 31]. Fx Palo Alto contributed 3 articles, all of which described the “Polly”

project [116, 122, 123].

Scanning the articles for terminology, we found a wide variety of names for the user roles. The

most common terms for the remote person sharing their environment, when looking at unique

projects instead of articles, was “Local User”; others include Body, Surrogate, Guide, Host, Proxy,

and Sharer. By the same fashion, the most common name for the person receiving the shared

view was “Remote User”; other names included Ghost, Director, Operator, Consumer, Guest, and

Spectator. We also found the term “Local” used to describe this party. This type of terminology

depends on the point of view — after all, both users are technically remote in relation to the other.

Other metaphors found across our dataset are vivid and help to convey the telepresence concept,

but the various terminology might carry negative connotations. To circumvent this confusion, and
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to keep consistency, for the remainder of this dissertation, we use the terms Streamer and Viewer,

as they are respectful to the human. Regardless of the reason or purpose, in mobile, one-to-one,

interpersonal telepresence there will almost always be an individual who is sending the live-stream

video (a Streamer), and an individual who is watching that video feed (a Viewer).

Technological Factors

In this section, we detail the results of the technological factors as found in our codebook. See

Table 3.3 for an index of codes related to these factors, with the articles described by these codes.

An emergent theme surrounding interpersonal telepresence work is that researchers tend to frame

their technology probes around one of the interactants. They commonly look for new solutions to

enhance the overall experience for the Viewer, or they consider new affordances that the Streamer

could use to improve the social interaction. The result, however, is an increase in technological

requirements to get this experience to work. In this section, we review these technological consid-

erations which have emerged in the dataset to help understand the benefit each factor brings to the

experience.

Technology-Centered Independent Variables

As previously noted, 35 articles (67%) in our dataset conducted a study, and of these, only 13

manipulated technical independent variables; we note that only 3 of these were field studies. As

such, the more technical articles in our dataset generally evaluated the capabilities of their artifacts

instead of deploying them to real world scenarios. One exception was in the work by Rae et

al. who, as part of a general telepresence study, deployed two technology probes — one tablet

propped up on a tripod, and one body-worn device. Their findings indicate that the body-worn

device was logistically less demanding, and more conducive to viewing an environment (due to the
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Table 3.3: Descriptive results of technical features. Per dimension, articles which did not describe
their code, or which were not applicable, are excluded from this table; percentages may not sum to
100%.

Dimension Code # % Reference(s)

Symmetry

Asymmetrical 41 79% [13, 21, 25–27, 31, 40, 86, 87, 90, 100, 100, 102–
106, 115, 116, 122, 123, 134, 153, 154, 160–165,
171, 175, 176, 189, 205, 231, 243, 250, 253, 262,
277]

Symmetrical 9 17% [14, 35, 69, 147, 183, 190, 202, 232, 278]
360◦ Camera 16 31% [25–27, 100–105, 134, 154, 175, 176, 232, 243,

278]
AR Glasses 3 6% [13, 21, 202]
Camcorder 1 2% [86]

Fisheye Camera 1 2% [153]
Smartphone 15 33% [14, 35, 40, 69, 87, 90, 115, 116, 122, 123, 171,

183, 190, 205, 231, 262, 277]
Tablet 5 10% [160–163, 250]

Camera Type

Web Cam 6 12% [31, 106, 147, 164, 165, 253]

Camera
Placement

Affixed to Prop 1 2% [35]
Behind the Back 2 4% [154, 243]

Chest 6 13% [14, 31, 87, 153, 205, 250]
Handheld 12 23% [40, 69, 86, 90, 115, 171, 183, 231, 232, 262, 277,

278]
Head 19 37% [13, 21, 100–105, 134, 147, 160–163, 165, 175,

176, 190, 202]
Shoulder 9 17% [25–27, 106, 116, 122, 123, 164, 253]
Hardware 3 6% [116, 122, 123]
Software 7 13% [101–105, 175, 176]

View
Stabilization

None 39 75% [13, 14, 21, 25–27, 31, 35, 40, 69, 86, 87, 90, 100,
106, 115, 134, 147, 153, 154, 160–165, 171, 183,
190, 202, 205, 231, 232, 243, 250, 253, 262, 277,
278]

Viewing
Apparatus

Computer Monitor 14 27% [13, 40, 87, 90, 106, 116, 122, 123, 160–163,
165, 231]

Smartphone 8 15% [14, 35, 69, 171, 183, 202, 205, 278]
Tablet / Laptop 5 10% [21, 86, 154, 243, 250]

Television 3 6% [100, 115, 262]
VR HMD 16 31% [25–27, 31, 101–105, 134, 147, 175, 176, 190,

232, 277]
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Dimension Code # % Reference(s)

Audio Only 14 27% [14, 31, 69, 102, 103, 105, 106, 115, 153, 165,
175, 176, 232, 243]

Audio + Gaze 4 8% [122, 123, 123, 154, 171]
Audio + Gestures 1 2% [253]

Audio + Gaze + Gestures 4 8% [25–27, 277]
Audio + Live Video 15 29% [35, 40, 86, 87, 90, 147, 162, 163, 183, 190, 202,

205, 250, 262, 278]
Audio + Text Messages 3 6% [160, 161, 231]

Gaze 3 6% [21, 100, 164]

Viewer
Communication
Mode

Gaze + Gestures 1 2% [134]

Gesture
Communication

Graphic Overlay 4 8% [25–27, 134]
Puppet / Avatar 1 2% [253]
Video Stream 9 17% [147, 160–163, 190, 262, 277, 278]

None 35 67% [13, 14, 21, 31, 35, 40, 69, 86, 87, 90, 100–106,
115, 116, 122, 123, 153, 154, 164, 165, 171, 175,
176, 183, 202, 205, 231, 232, 243, 250]

Graphic Overlay 8 15% [21, 25–27, 100, 134, 171, 277]
Physical Attribute 5 10% [31, 116, 122, 123, 164]

Spatial Sound 1 2% [175]
Vibrations 1 2% [154]

Video Stream 4 8% [147, 190, 262, 278]
Gaze
Conveyance

None 30 58% [13, 14, 35, 40, 69, 86, 87, 90, 101–106, 115, 153,
160–163, 165, 176, 183, 202, 205, 231, 232, 243,
250, 253]

mobile nature of the setup); however, both Streamer and Viewer sometimes felt awkward due to

bystanders looking at them [205].

Concerning lab studies, in two articles by Kasahara et al., the authors manipulated the presence of

video stabilization, specifically when the Viewer wears a Virtual Reality Head-Mounted Display

(VR HMD). Naturally, Viewers scored the Simulator Sickness Questionnaire in favor of the stabi-

lization [102, 104]. In three articles, various researchers studied user preference between regular

video chat and panoramic video chat [69, 171, 277]. Each used the Networked Minds Measure of

Social Presence questionnaire [22], and collectively found that the use of panoramic video stream-

ing allows for more personable experiences with an increase of social presence. One step further,

in an article by Young et al., the researchers found that viewing a 3D representation of an environ-

ment was superior to viewing normal panoramic video [278]. Matsuda et al. developed a wearable
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vibrotactile device that communicated to the Streamer where the Viewer was looking, and com-

pared the use of this device against a similar setup that did not implement it; they found that their

device was a convenient addition that allowed directional communication without speaking [154].

In the remainder of the studies, the authors developed multiple iterations of a technique or technol-

ogy to tackle the same concept and compared them to each other. These included emotional state

cues embedded in the telepresence experience [13], gaze-sharing visualization techniques [123],

dual-video display type [190].

In summary, the technological IVs found within the dataset were sparse. Studies (particularly in

the lab) were more evaluative of a specific piece of technology or compared the researchers’ device

to a control. In this way, the researchers did not manipulate an IV in their study but were still able

to measure the effectiveness of their technology.

Technology-Centered Dependent Variables

Nineteen articles (37%) performed quantitative measurements to evaluate their technologies. Some

of these DVs were direct measurements, such as error rate, task completion time, etc.; but others

were questions in the form of psychometric scales. None of these technology-centered questions

were derived from pre-validated surveys, and were instead custom items. We performed a short

qualitative analysis to match these custom items to pre-validated measures based on content of

the questions; we used a report by van Baren to help identify a list of related instruments [256].

We found most of the questions to map into the concepts of Usefulness, Ease of Use, and Ease

of Learning; as such, the USE questionnaire would be a suitable measure [146]. The remainder

mapped into the Sensory Factor concept of the Presence Questionnaire [271], by gauging audio

and video clarity.
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Capture and Display: Video Stream Considerations

The majority of our dataset (79%) described an interaction in which the technological setup was

asymmetrical between the interacting parties. Our dataset supports the paradigm of one Streamer

and one Viewer, echoing the notion that the interaction benefits the user who cannot be there in

person. As such, the Streamer’s apparatus mainly focuses on capturing the remote environment,

and the Viewer’s equipment is used to display it. A Streamer’s camera setup typically falls into

two categories: single lens devices such as those embedded in smartphones and tablets, and multi-

lens devices such as 360-degree cameras. Because smartphones are an ubiquitous commodity and

nearly every model has one or more cameras built-in, they are attractive solutions to generating

video stream. By using a video chat application such as Skype and by pointing the camera out-

wards, any user can capture their surroundings. The Viewer, then, can view the feed on their own

smartphone, or on a larger screen such as a desktop monitor. This paradigm was found in 63% of

our dataset (e.g. [14, 40, 171, 250]). For a more immersive viewing experience, the Streamer can

capture their environment with panoramic cameras, and the Viewer can use a VR HMD. With a

360-degree camera, a Streamer does not need to worry about camera rotation, as HMDs equipped

with head-tracking capabilities grant a Viewer the ability to control the angle of their view. This

paradigm was found in 31% of our dataset (e.g. [27, 105, 243]).

A small portion of our dataset (17%) described symmetrical technological setups between the in-

teracting parties. In these cases, the common theme is that the two users are friends, families,

or intimates who use telepresence to bridge the distance between them in their interpersonal re-

lationships. Instead of only one person being unable to “be there” with the other, both users fit

the bill. As such, they either take turns sharing their respective environments [14, 232], or they

simultaneously share their surroundings while looking at those of their partner [35, 190, 202]. In

this manner, both users are Streamers, and both users are Viewers.
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Viewpoint Optimization: Stabilization

Regardless of camera type, in order to ensure success of the telepresence interaction, the video

stream must be high quality in terms of viewability. There are multiple considerations that influ-

ence this viewability, including camera stabilization. As the camera is mobile and susceptible to

jitter caused by the Streamer’s walking motion, some authors note that camera stabilization is a

necessity; however, only 19% of our dataset implemented a stabilizer, and these 10 articles only

represent 2 unique projects. These projects show that there are two ways to stabilize a stream: with

software and with hardware.

Kasahara et al. describe their JackIn Head project, in which a 360-degree camera is stabilized using

software [104, 105]. The authors intend for their Viewers to use a VR HMD, and note that there

is a high chance that they will experience discomfort referred to as simulator sickness [112]. Their

stabilization technique calculates optical flow, which is then used across a series of video frames

to determine how the camera shifts and rotates. By predicting these movements, a compensating

transformation can be applied to a video frame before being displayed to the Viewer. The result is

a smoothed and enjoyable view, but as the authors note, their technique essentially decouples the

forward heading between the Streamer and Viewer; in other words, it is possible for the Viewer

to lose sight of what the Streamer is looking at. However, they were able to show through a user

study that their stabilization technique reduced simulator sickness [105].

While simulator sickness is typically associated with VR HMDs, Kimber et al. note that typical

mobile video chat applications, e.g. on smartphones, can still produce shaky visuals that are too

“unpleasant to watch” [116]. As part of a greater effort, the authors implemented stabilization

in the form of a motorized gimbal. The electronic sensors detect subtle shifts in rotation, and it

compensates to keep the camera upright and at a constant angle. Unlike software stabilization, this

maintains coupling between the Streamer’s and Viewer’s forward headings. In their Polly project,
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the authors apply this hardware to a Streamer’s setup as a wearable device that sits on the shoulder,

allowing their smartphone cameras to produce a steady video feed [116, 122, 123].

Viewpoint Optimization: Streamer’s Camera Placement

Depending on where the camera is situated, the contents of the stream can change. For instance,

if the camera is worn on the head, the stream could be considered a first-person view of the envi-

ronment. If it is worn on the shoulder, then the experience could help to facilitate a more social

interaction by letting the Viewer see the Streamer’s face. In our dataset, we found a variety of

camera placements tried by researchers, though no article studied the effects of camera placement

directly.

Handheld: A significant portion of our dataset (23%) described scenarios where the Streamer held

the camera in their hands, and in most of these cases, the camera was embedded in a smartphone. In

only one of these, a 360-degree lens attachment was plugged into the phone, such that the Viewer

could watch using a VR HMD [232]. In one other, researchers paired a smartphone with a 360-

degree camera, to provide a hybrid view of the environment [278]. In the rest, the commonality is

that all of the Streamers held the camera in front of them, so to aim it towards what they wanted the

Viewer to see. Jones et al. studied how Streamers manipulate the camera when held in the hand,

and reported that many users simply don’t operate it in an ideal manner; e.g. they hold the camera

too close to their face, or fail to provide an optimal view when trying to target a particular object

[90]. They did describe that one of the more positive behaviors was Streamers panning the camera

in a complete circle, allowing the Viewer to see the entire surroundings. This particular behavior

was encouraged by Young et al., who developed a system that turns a smartphone panorama into a

spherical image that the Viewer can navigate on their own [277]. The backbone of this technique

was the inclusion of a Simultaneous Localization and Mapping (SLAM) algorithm to generate this
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panoramic image, which could then be viewed using any kind of device [171, 277].

Head-mounted: Multiple articles in our dataset noted that while handheld cameras are effective,

they limit the activities that a Streamer can perform since their hands are busy holding the device

[90, 116]. To overcome this limitation, other researchers have developed wearables, which strap,

mount, or otherwise couple the camera to the body. The most common wearable camera place-

ment in our dataset is on the head (37%), exhibited in 9 unique projects. Kasahara et al. developed

a custom multi-lens 360-degree camera which was worn like a crown, and they noted that this

position was chosen because it provides a first-person view [105]. Similarly, Lee et al. devel-

oped a helmet which had both a 360-degree camera and a webcam attached to the top. Here, the

combination of cameras let the Viewer explore the entire surroundings and simultaneously know

where the Streamer was looking [134]. Procyk et al. coupled a miniature camera to a pair of

sunglasses, which essentially mimicked the Google Glass device. The camera therefore provided

a first-person view, though the Viewer could not explore the surroundings on their own [202]. Al-

though head-mounted cameras provide a first-person view, we note this also causes the Streamer to

be effectively invisible to the Viewer most (if not all) of the time. To accommodate a more social

interaction, where the Streamer’s face might be seen by the Viewer, a different placement could be

utilized, such as on the shoulder.

Shoulder-Mounted: The next most common wearable placement was on or over the shoulder

(17%), accounting for 5 unique projects. First, we found two unique efforts that described a minia-

ture robotic avatar that sat on the Streamer’s shoulder; the avatars were each fitted with actuated

features to convey more natural communication. For example, TEROOS by Kashiwabara et al.

had eyes and robotic eyebrows to convey emotion [106], and the 20DOF Humanoid described by

Tsumaki et al. had little arms to convey gestures [253]. These avatars are somewhat useful in con-

veying the Viewer’s natural communication, but most of the other works with shoulder-mounted

cameras focused on conveying the Streamer’s gestures and gaze. As previously mentioned, Kim-
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ber et al. developed a shoulder-worn device which stabilized a smartphone with a gimbal. The

gimbal also served another purpose, which was to grant the Viewer with a way to control the rota-

tion of the camera through a GUI [116, 123]. The unique benefit of this camera placement is that

the Viewer can rotate the device towards the Streamer’s face, so to have a more social interaction.

This is reflected in various works by Cai et al., who used a 360-degree camera mounted over the

Streamer’s shoulder [25–27]. In their scenarios focusing on collaboration, this camera placement

afforded the Viewer with a way to see where the Streamer was looking, as well as a way to see

what their hands were pointing at, so to provide the Viewer with a better understanding of what

their telepresence partner was focused on.

Chest: We found six other articles (12%) which described placing the camera somewhere on the

Streamer’s chest. None of these used 360-degree cameras, as the back portion of the viewpoint

would be blocked by the Streamer’s body; but, this position is highly conducive to understanding

the Streamer’s immediate environment. In our dataset, this position was chosen for a variety of

reasons. Ishak et al. described how chest-mounted cameras were “not overly obtrusive” compared

to head-mounted cameras [87], and further, Baishya and Neustaedter noted that by placing a cam-

era in the Streamer’s front shirt pocket, the device can be embedded in clothing while not bringing

attention to the user [14]. Unique works by Chang et al. and Matsuda et al. describe how, by hang-

ing a rig around the neck of the Streamer, the camera can rest around the chest while providing

maximal comfort compared to other placements [31, 153].

Behind the Back: The final bodily camera placement found in our dataset was behind the Streamer’s

back, accounting for two unique articles (4%). To accommodate this position, the Streamer typ-

ically wears a backpack which is outfitted with a pole, hoisting up the camera. The resulting

perspective is akin to a third-person view of the Streamer. In one article by Tang et al., the camera

was a 360-degree device, allowing the Viewers to explore the entire surroundings. The authors

employed a behind-the-back camera for a remote collaboration scenario, and they chose this po-
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sition because it provides a Viewer with a way to understand where the Streamer is looking (by

seeing their head), in addition to freeing up their hands for gesturing and manipulation [243]. In

the other article by Matsuda et al., the authors developed a custom pipe rig to hold up the camera.

In their work, they also developed a vibro-tactile device that conveyed 360-degree directions using

vibration motors; this allowed the Viewer to see the complete surroundings and “point” to where

they wanted the Streamer to look [154].

The various camera placements found in our dataset have been chosen for different reasons, though

we note that none of the articles studied different camera placements directly. The Viewer’s oppor-

tunity to explore the environment is enhanced with a head-worn or chest-worn camera, but their

social experience may be greater when a handheld or shoulder-worn camera is used, because they

can see the Streamer.

Communication Modalities from Viewer to Streamer

We found a variety of modalities used to support the Viewer’s communication to the Streamer, with

some articles providing a mixture of multiple channels. Unsurprisingly, verbal communication was

supported in 81% of the dataset. Text messages were rarely used (6% of the dataset), but when

included, they were auxiliary modes of communication [160, 161, 231]. In certain setups where

the Streamer used a smartphone, a live video feed of the Viewer was displayed in the remote

environment; this was found in 29% of the dataset. Interestingly, we did not find any articles that

used emojis or emotes, most likely due to our scoping criteria; we focus on one-to-one interactions,

where paralinguistic digital affordances are more appropriate for broad-audience interactions [76].

Besides verbal communication, humans often perform gestures such as pointing and head nodding

in order to provide context to their spoken communication. As reported in a variety of articles, these

cues are typically lost in telepresence experiences because the Streamers and Viewers often cannot
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see each other [90, 243]; as described above, some of the researchers noted that they selected a

specific camera placement because it allowed the Viewer to see the Streamer’s head and hands,

helping to overcome one piece of the problem. The use of a video conferencing application on

a smartphone also lends itself to supporting natural communication between the Viewer and any

third-party members, but because the camera (and screen) are often pointed outwards, the Streamer

typically cannot see the Viewer. Thus, conveying natural communication from the Viewer to the

Streamer is a more difficult challenge. Many articles attempted to overcome this limitation with

new technology probes to support hand gestures, convey gaze, or both.

Hand Gestures: We found fourteen articles (27%) to support the Viewer’s hand gestures during the

telepresence experience. One of these articles by Tsumaki et al. leveraged a miniature humanoid

avatar which sat on the Streamer’s shoulders, equipped with robot arms to convey gestures [253];

though not specified by the authors, it is possible to harness three-dimensional user interfaces

(3DUI), e.g. the Microsoft Kinect, to capture real arm movements and map them to the robot

[131]. Four unique projects across 7 articles (13%) described integrating a video stream of the

Viewer’s hands. In the ChameleonMask project, Misawa and Rekimoto used computer vision to

detect the hand and display it to the Streamer. Here, the unique aspect of the project is that the

Streamer is wearing a helmet which has both an HMD and a tablet display; within the HMD, the

Streamer can see the Viewer’s hand gestures. The third-party members can see the Viewer’s face

on the tablet, but cannot see the their hands, and are instead asked to interact with the Streamer’s

arms (such as shaking hands) [160–163]. Similarly, Young et al. extracted the Viewer’s hands

while they explore the Streamer’s surroundings with an HMD (their smartphone is the display,

similar to Google Cardboard); as they naturally point to an object, their phone picks up their hand

and overlays it to the Streamer’s feed. Though the Streamer generates the telepresence image, both

users interact with it; the authors refer to this as a “shared spherical mapped environment” [277].

Four other articles (8%) used a similar technique, but instead of displaying the Viewer’s actual

40



hands, the authors instead provide a virtual representation. Lee et al. and Cai et al. discuss how

they used 3DUI techniques to detect the Viewer’s hand while they wore an HMD (here, both use

the Leap Motion device). The hand position and rotation in the Viewer’s local space is then mapped

to a 3D model, which is displayed to the Streamer as a virtual overlay. In order to achieve this,

the Streamer was equipped with an AR display [25–27, 134]. In these examples, the Viewer’s

hands must be in front of their face in order to be detected, so the hand gestures are dependent

of gaze. As a natural extension, with an adequate tracking solution (e.g. HTC Vive’s outside-in

tracking), a Viewer’s hands could be detected independent of gaze. Therefore, the virtual overlay

solution might be more efficient when the Viewer wants to point at one or more objects which do

not fall within their gaze heading. However, it remains to be seen which method is more efficient

at communicating hand gestures, or which technique is more preferred by the Streamer.

Gaze Conveyance: Nineteen articles (37%) supported some type of gaze conveyance from the

Viewer to Streamer. One strategy found in 8 articles (15%) is the inclusion of a virtual represen-

tation. Similar to cases where the authors wanted to display hand gestures using a 3D model, the

Streamers wore an AR display, and certain cues were included to show where the Viewers were

looking. For instance, Cai et al. displayed a virtual head which looked towards the direction of

where the Viewer was gazing. Thus, depending on the rotation of this head, the Streamer could

tell where their partner was looking [26, 27]. Lee et al. took a different approach, by displaying a

simple rectangle that represented the region where the Viewer was looking. Additionally, if both

users were looking in opposite directions, an arrow would be displayed to indicate where their

partner was gazing [134]. Billinghurst et al. developed a similar approach that they call a “radar”,

where virtual overlays indicate the direction of the other user’s gaze [21]. In these articles, the

Streamer was using a 360-degree camera so that the Viewer could explore the entire surroundings;

but, gaze conveyance is still beneficial to panoramic smartphone users, as shown by Muller et al.

In their work, by leveraging rotational tracking of the phone, the authors were able to detect where
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on the panorama each user was looking [171].

Other researchers concluded that it is pertinent to be able to show the direction of the Viewer’s

gaze, but they did not use an AR display. Five articles (10%) spanning 3 unique projects relied

on a physical attribute of the telepresence setup instead of a virtual representation. As previously

described, in the Polly project, a shoulder-mounted smartphone is attached to a gimbal; using a

GUI, the Viewer is able to manually control the rotation of the phone. Thus, the Streamer can

look at the phone to infer where the Viewer is looking [116, 122, 123]. Likewise, Chang et al.

used a webcam which was worn around the Streamer’s neck; it was actuated such that the Viewer

can change the direction of the camera, and the Streamer could thus determine where their partner

was looking [31]. One unique project by Misawa et al. leveraged a miniature, face-shaped screen

which sat on the shoulder of the Streamer. The screen was 3D and a back-projector displayed the

Viewer’s face. As the authors describe, this technique is superior to a flat screen since it overcomes

the “Mona Lisa effect” [164].

Three articles (6%) used raw video stream in order to convey what both users were looking at. In

two of these, the users acted as Streamers and Viewers simultaneously, and their viewpoints were

overlapped as both users wore a VR HMD. For instance, Pan et al. used this technique in order

to bridge the physical distance between partners in a long-distance relationship (LDR) [190], and

Maeda et al. used this technique as part of a larger project, theorizing that the Viewer could learn

motors skills by watching the Streamer’s first-person view while performing some task [147]. In

a different article by Young et al., a SLAM algorithm was used to reconstruct an environment in

3D which was shared between two users; then, live video streams were spatially mapped in this

reconstruction, so the other user could see exactly where the other was looking.

In one article, Nagai et al. used spatial audio in order to convey where the Viewer was looking. The

Streamer, equipped with a proper auditory display such as surround-sound headphones, would hear
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the voice of their partner coming from a specific location, which changed depending on their gaze.

Using rotational tracking, it is possible to calculate which direction the audio needed to come from

[176]. Finally, one article by Matsuda et al. described using an array of vibration motors resting

upon the Streamer’s neck in order to subtly convey where the Viewer was looking; depending on

which motor was being activated, the Streamer could “feel” the Viewer’s gaze direction.

Social Factors

While most of the articles in our dataset were contributions from more technical groups, we found

some emergent themes within the social realm as well. The foundational goal of telepresence is to

grant the feeling of “being there,” but the intepersonal telepresence paradigm transcends sensory

stimulation, and thus this goal cannot be achieved unless social needs of the Streamer and the

Viewer are also met. In this section, we review the social factors identified from our dataset and

describe how each of these have been tackled in a variety of ways. See Table 3.4 for an index of

codes related to these factors, with the articles described by these codes.

Human-Centered Independent Variables

As previously noted, only 35 articles (67%) in our dataset conducted a study, and only 9 of these

used social factors as independent variables. Of these nine, four described a field study, but all

were cross-sectional. In other words, none studied the long-term effects of various telepresence

usage. The most common social IV was Scenario, in that the researchers deployed their technol-

ogy probe for different activities, but this did not seem to have an effect on the reported findings

[90, 104, 105, 205]. One manipulated Acquaintanceship, where the third-party participants were

asked to shake hands with either strangers or friends, in a social touching experiment [163]; here,

the results indicated very little effect of this IV. Since in natural communication humans can infer
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Table 3.4: Descriptive results of social aspects. Per dimension, articles which did not describe
their code, or which were not applicable, are excluded from this table; percentages may not sum to
100%.

Dimension Code # % Reference(s)

Proposed
Relationship

Crowdsourced 5 10% [40, 87, 162, 163, 231]
Friends/Family 14 27% [25, 27, 35, 69, 86, 90, 115, 116, 164, 183,

202, 205, 243, 262]
Generic Use 30 58% [13, 21, 26, 31, 100–106, 122, 123, 134, 147,

153, 154, 160, 161, 165, 171, 175, 176, 189,
250, 253, 263, 266, 277, 278]

Long-Distance
Relationships

3 6% [14, 190, 232]

Classroom Attendance 1 2% [87]
Games 1 2% [231]

Generic Use 31 60% [13, 14, 21, 31, 69, 86, 90, 100, 102–106,
122, 123, 134, 153, 160–163, 175, 176, 189,
190, 232, 253, 263, 266, 277, 278]

Shopping 3 6% [26, 27, 164]
Sightseeing / Tours 10 19% [25, 40, 115, 116, 154, 165, 171, 205, 243,

262]

Proposed
Activity

Sports 6 12% [35, 101, 147, 183, 202, 250]

Agency of
Streamer

Collaborative Control 21 40% [25–27, 31, 40, 87, 90, 106, 115, 116, 122,
123, 134, 147, 154, 171, 205, 231, 243, 250,
262]

Completely Cyranic 5 10% [160–163, 165]
Completely Free 13 25% [13, 14, 21, 35, 69, 86, 183, 189, 190, 202,

232, 277, 278]
Indeterminate 13 25% [100–105, 153, 164, 175, 176, 253, 263, 266]

No Embodiment 26 50% [13, 14, 21, 25–27, 31, 40, 100–105, 134,
153, 154, 171, 175, 176, 190, 202, 231, 232,
243, 277]

Streamer is
Embodiment

5 10% [160–163, 165]

Robotic Embodiment 4 8% [106, 147, 164, 253]

Viewer’s
Embodiment

Video Embodiment 14 27% [35, 69, 86, 87, 90, 115, 116, 122, 123, 183,
205, 250, 262, 278]
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Dimension Code # % Reference(s)

Noticeability

Not Noticeable 4 8% [13, 14, 100, 165]
Interaction Style 12 23% [40, 69, 86, 90, 171, 183, 202, 231, 232, 262,

277, 278]
Wearable Device 33 63% [21, 25–27, 31, 35, 87, 101–106, 115, 116,

122, 123, 134, 147, 153, 154, 160–164, 175,
176, 190, 205, 243, 250, 253]

where another is looking by observing their body language, another work attempted to see if peo-

ple can still determine this by observing the physical characteristics of their custom telepresence

setup Polly [123]; although the time it took to make this consideration was statistically significant

in favor of a human’s body language, the authors note that it was still relatively fast with their pro-

totype. Lastly, two articles describing one study manipulated whether two users video-streamed

their own surroundings simultaneously, or if one of the users was watching from home, in a bicy-

cling scenario; the authors noted that the experience was more engaging if both users shared their

own surroundings to the other opposed to one watching from home [35, 183].

Human-Centered Dependent Variables

Regarding the measurable dependent variables in the articles which report a study, 16 articles

(31%) performed quantitative measurements that were human-centered in nature. Nine of these

articles used pre-validated measures; these included the Simulator Sickness Questionnaire [112],

Networked Minds Measure of Social Presence [22], Social Presence Questionnaire [230], Spatial

Presence Questionnaire [226], and the Affective Benefits and Costs of Communication Technolo-

gies questionnaire [276]. However, we did find the strong majority of measures to be custom

questions. We performed a short qualitative analysis to match these custom items to validated

measures based on content of the questions, using a report by van Baren to help identify a list

of related instruments [256]. We found many of these to map to the concepts provided by the
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Networked Minds Measure of Social Presence [22]; but, others mapped more accurately into the

Social Presence concept as measured in the GlobalED questionnaire [68]. According to Cui and as

reported by Oh et al., and as manifested in our dataset, the term “social presence” seems to be an

umbrella term used to describe multiple concepts [39, 187]. Other questions mapped into various

concepts such as Usefulness, Satisfaction, and Ease of Use as measured in the USE questionnaire

[146], the Control concept measured in Witmer’s & Singer’s Presence Questionnaire [271], and

the Immersion concept from the Slater-Usoh-Steed questionnaire [234]. As expected, researchers

in this area tend to attempt to measure social presence, as that is one of the ultimate goals of in-

terpersonal telepresence, but the dataset indicates that there is a need for more standardized and

validated questionnaires when attempting to measure these constructs.

Proposed Interpersonal Relationships

While mobile robotic telepresence affords an individual with a way to feel present in a remote

environment on their own volition, interpersonal telepresence grants this presence by leveraging

the Streamer. We look to our dataset in order to understand who this Streamer can be, and how

they relate to the Viewer. While most of the dataset did not propose their work for a specific

relationship context (58%), we did find twenty-two articles (42%) to discuss or apply their work

for one, including crowdsourced/strangers, family & friends, and LDRs.

Friends and Family: The most common of these were for friends and family, represented across

14 articles (27%). Although telepresence lends itself to shortening large distances between two

parties, we find it is still useful to employ this interaction for cases where one member simply

cannot be with another during the day. For instance, Procyk et al. describe an activity where two

users enjoy geocaching; instead of collaborating to find a single geocache, the users split up to

hunt two different ones while sharing their progress to the other [202]. Chua et al. describe a
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similar technology probe for biking, where either two parties take separate paths and shared their

surroundings with their partner, or one party would stay at home and watch the video feed of the

other [35]. Kim et al. deployed a technology probe to understand how one person could shared

their everyday experiences to someone who is watching from home [115]. Further, Kimber et

al. discuss how telepresence can be used to let disabled users experience the world through the

eyes of a Streamer [116]. Between these articles, we find that friends and family members have

opportunity to enhance their relationships by performing joint activities remotely, or at least by

sharing their experiences to a loved one who cannot be with them due to geographical distance or

even health concerns.

Long Distance Relationships: There is a significant body of work regarding in-home computer-

mediated communication for long-distance relationships, and we found 3 articles (6%) in our

dataset to specify this relationship context for mobile situations. Similar to the above, these 3

articles followed 2 main applications for the technology probes. Pan et al. described a case where

both users wore an HMD and could see their partner’s first-person view overlapped onto their own.

Though this study was performed in a lab with makeshift activities, both users reported a sense

of togetherness, which is crucial in an LDR, so the concept could easily be applied to real-world

activities [190]. Baishya and Neustaedter show how by leveraging “always-on video chat” two

users can see what their partner is doing on a whim; so, if they cannot be together, they can at least

have a sense of understanding what the other is experiencing [14].

Crowdsourced/Strangers: The final interpersonal relationship proposed by authors in the dataset

was crowdsourced/strangers, or the absence of a developed interpersonal relationship. Five articles

(10%) described cases where they anticipate the Viewer to have a specific goal in mind, and the

Streamer helps to achieve those goals. de Greef et al. hypothesized the ability to link up a disabled

or hospitalized Viewer with a random Streamer to facilitate remote sightseeing [40], and Misawa

and Rekimoto discuss the possibility of a “physical body marketplace” where the Viewer can
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enlist the help of an unknown Streamer to perform remote tasks for them [162, 163]. In work

by Singanamalla et al., Viewers tell Streamers where to go as they navigate an “Escape Room”.

Similar to Misawa and Rekimoto, the authors describe their vision of Streamers earning money by

performing remote tasks for Viewers [231]. Ishak et al. performed a similar study, hypothesizing

that in the event a student could not attend class, a Streamer could be physically present while

streaming the contents to the Viewer [87]. These works demonstrate that telepresence does not

necessarily hinge on both parties knowing each other prior to the interaction. Streamers could be

compensated for their time, akin to ride-sharing services like Uber or Lyft. However, it remains to

be seen what activities are appropriate for interactions involving strangers.

Proposed Telepresence Activities

We analyzed the articles in our dataset to understand any trends in activity that the Streamer and

Viewer could be involved in as part of the telepresence interaction. Most of the dataset (61%) did

not deploy their technology for a specific activity, but we did find the rest to discuss a handful of

interesting applications.

Sightseeing / Remote Tourism: One of the most prominent activities in our dataset is sightseeing

/ remote tourism (19%). Typically geared towards friends and family, these articles helped bridge

the distance between loved ones. Muller et al. described their method of sharing an interesting

environment by using a smartphone to generate a panorama, which the other user could explore on

their own volition [171]. Rae et al. conducted a field study in which they asked Streamers to walk in

an indoor museum [205]. In a field study by Kim et al., participants used their technology probe for

going to the beach, touring their city’s Chinatown, and hanging out at a park, among other activities

[115]. In essence, all of these articles describe a situation where the Viewer could understand the

environment that their Streamer partner was in, during a slow-pace activity. However, we did find
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some other articles which discussed applying telepresence to more intense scenarios.

Sporting Activities: Six articles (12%) proposed the application of telepresence towards more

action-based scenarios. Tobita hypothesized that the Viewer could take a passive approach by

acting as a “coach,” giving advice to the Streamer who is engaged in playing tennis [250], and

Kasahara and Rekimoto suggested that Viewers could watch a stream of paragliding to feel like

they were flying (although they did not directly try it in their article) [101]. Other researchers, using

a symmetrical setup, allowed both users to act as a Streamer and Viewer simultaneously, providing

a way to perform joint activities remotely. Procyk et al. used such a paradigm for joint geocaching

[202], and Chua et al. used it for bicycling [35]. In a unique case, Maeda et al. hypothesized that

telepresence with a first-person view could allow a Viewer to learn muscle memory by watching

the Streamer. In their work, a Viewer attempted to juggle by watching how the Streamer an expert

was able to perform [147].

Other Various Activities: In the remaining five articles, the authors hypothesized a variety of

other activities, including classroom attendance [87], shopping [26, 27, 164], and games [231]. In

the shopping scenarios, the Viewer has more input in the overall interaction; at times, the Streamer

even asks for help from the Viewer to find an object on the shelf. As evident in our dataset,

the current research focuses less on what this type of telepresence can be used for, and instead

focuses more on how telepresence interaction can take place. Most of the articles in our dataset

did not specify a particular activity, or hypothesized one or many without performing a study in

that context. Although the various contexts of relationship and activity might drive telepresence

design choices, we expect that any given user might have their own wants and needs. Rae et al.

performed a survey to understand what end users might want general telepresence for, and they

found their respondents to specify a wide variety of use cases which fall within the purview of

interpersonal telepresence, including sightseeing, shopping, and sports, as shown above. Other

activities not found in our dataset include conference attendance, major life events, and enjoying a
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meal together [205].

Agency of Streamer

An emergent theme found in our dataset is that the Streamer was tasked to behave in a variety

of ways, and were sometimes asked to relinquish their free will in order to achieve the goals of

the Viewer. These behaviors do not stem from a particular technological setup, but rather from

social expectations regarding how the telepresence interaction should work. While we could not

determine any behavior in 13 articles (25%) due to their more technology-focused nature, we found

three main behaviors emerge from the rest of our dataset, following a spectrum of agency.

Completely Free: On one end of the spectrum, the Streamer has complete agency and behaves

as normal; this was found in 25% of our dataset. In these cases, the user turns on their video

streaming apparatus and the Viewer simply watches without giving much direction. In an intimate

scenario, Baishya and Neustaedter describe the use of “always-on video chat” in order to provide

members of an LDR with a first-person view of their partner’s environment. Here, the users might

not be aware that their partner is watching, and they go about their daily lives as normal [14].

Procyk et al. describe simultaneous video-streaming between a pair of users, so that one could see

the viewpoint of the other as they both engaged in geocaching for recreation [202]. Various works

discussed video-streaming various activities while a Viewer watches from home. For instance,

users streamed their biking experiences in the work by Chua et al. [35, 183], and parents were

able to stream their children’s playtime in work by Inkpen et al. [86]. In summary, the Viewer can

watch the Streamer’s video feed in order to feel like they are “along for the ride;” but, for a more

social experience, collaboration is often employed.

Collaborative Control: In the middle of the spectrum, twenty-one articles (40%) described letting

the Streamer maintain their agency while taking Viewer feedback into consideration. In these
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articles, the common theme is that the Streamer and Viewer work together to complete some task.

For instance, Tang et al. described a field study where participants were asked to take pictures of

specific landmarks; here, the Viewer has prior knowledge of these landmarks, and provided input to

the Streamer in the form of directions. The Streamer still acted normally, while taking into account

the Viewer’s input [243]. Likewise, Cai et al. described a scenario where a Streamer physically

goes to a store, and the Viewer uses the telepresence interaction to help find specific items on the

shelves. In this case, the Viewer can be providing a guidance-like service to the Streamer, but the

Streamer could also be shopping for the Viewer on their behalf [26, 27]. Venolia et al. describe

a field study in which one person remained home, but received a video stream as their loved ones

explored a museum. Here, the Viewers were able to freely communicate with the Streamers, and

the authors employed a technique which allowed both parties to take a picture together, so that it

seemed like two parties were actually together. By using a camera and green screen technology,

the Viewer’s background was stripped, such that their image could easily be inserted into a live

picture [262]. Ishak et al. describe a scenario where the Streamer attends class for the Viewer.

Here, the Streamer might not even be enrolled in the class, but can be a conduit for the Viewer to

virtually attend when they cannot physically be present [87]. Thus, collaboration can be used to

achieve the goal of either user or both.

Completely Cyranic: On the other end of the spectrum, we found 5 articles (10%) spanning 2

unique projects that discuss how the Streamer purposefully relinquishes their agency in order to

achieve the task of the Viewer (a cyranic interaction). The term “cyranic” has been used in prior

work to describe a social encounter where one person acts and speaks exactly as told via discrete

commands of a remote person; as described by previous research, this mirrors a concept found in

the play “Cyrano de Bergerac” where the titular character secretly tells another exactly what to

say (see [36]). One article in our dataset by Mitchell et al. applied a literal cyranic interaction in

an effort to understand how the third-party interactants reacted to this concept [165]. A Streamer
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engaged in conversation with these third-party members while speaking exactly as the Viewer

commanded. The authors noted that the participants started off wary of the strangely-behaving

human, but eventually understood and accepted the paradigm. In one other project, Misawa and

Rekimoto deployed their ChameleonMask, in which a Streamer wore a tablet device on their face

which displayed the Viewer, so to provide the illusion that they were the Viewer [160, 161]. In

this project, the Viewer provided discrete audio messages to the Streamer, who behaved exactly as

commanded; then, the Viewer spoke using a public audio channel to the third-party interactants.

The authors hypothesize that this paradigm can be used in an Uber-like service, where a Streamer

is paid to let the Viewer “borrow” their body [161, 162].

Viewer Embodiment

In robotic telepresence, the Viewer is typically afforded a wheeled platform which grants them a

physical representation in the remote environment; but in interpersonal telepresence, this embodi-

ment is typically lost. We looked to our dataset to understand not only how Viewers can perceive

a remote environment, but how the environment can perceive the Viewer. In our dataset, we found

26 articles (50%) to not provide any type of embodiment to the user. In these cases, the Streamer

uses their camera to provide a viewpoint of their surroundings, but the Viewer’s communication, if

any, does not reach anyone but the Streamer. For instance, in the JackIn Head project, the Streamer

wears a custom 360-degree camera on their head, and does not have a display with which to project

the Viewer back into their environment [105]. This form of telepresence does not lend itself for

many social interactions, but other researchers have explored a variety of ways to overcome this

challenge.

Robotic Embodiment: In some of the earlier works found in our dataset, researchers tried to use

robotics to provide a physical avatar which is tethered to the Streamer; this type of interface was
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found in 4 articles (8%). The most prominent cases were described by Kashiwabara et al., who

created TEROOS a camera with eyes and actuated eyebrows [106] and Tsumaki et al., who made

their humanoid robot which had actuated arms [253]. All of these articles were published prior to

2013, and the state of the art telepresence has since then shifted towards use of more commercial

hardware (e.g. smartphones and video chat, or 360-degree cameras).

Video Embodiment: Fourteen articles (27%) discussed the use of a camera embedded into a

smartphone or tablet to generate the live-stream. A collateral outcome of using these devices is the

ability to pipe the Viewer back into the remote environment; in this way, the Viewer is embodied

by the video device. In the Polly project by Kimber et al., the Viewer is not only displayed in the

remote environment, but they also have the ability to control the physical device’s orientation [116].

Likewise, in the work by Ishak et al., the Streamer wears a smartphone on their shoulder, allowing

the Viewer to appear in a small window. Though some Viewers thought that the smartphone screen

was too small (and thus did not provide them with an adequate sense of embodiment), others

indicated that they wanted to keep a low profile [87]. This technique may be effective in situations

where family members are geographically distributed. In a work by Inkpen et al., a remote family

member could watch young children play, and the kids could see the faces of their loved ones [86].

Streamer is Embodiment: The final type of representation found in our dataset relied on the actual

Streamer to serve as the Viewer’s surrogate, and thus serve as their embodiment. Five articles

(10%), found mainly in the ChameleonMask project, described the Streamer acting directly on

behalf of the Viewer (see 4.3.5 Agency of Streamer, above). Misawa and Rekimoto discuss having

the Streamer wear a tablet device on their face, and the video provides an illusion that the Viewer is

the one present before a third-party interactant. Although this concept technically fits in the video

embodiment category, the authors add an additional layer by having the Streamer perform physical

actions as directed by the Viewer [162, 163]. Mitchell et al. describes their scenario in which the

Streamer acts completely and intently on the Viewer’s behalf, as a literal “avatar”[165].
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Noticeability

An emergent theme in multiple field studies found in our dataset was the social awkwardness of

the Streamer as they used a telepresence setup. We would anticipate this finding to manifest when

body-worn devices are used, but even more modest technology probes led to this negative result.

For instance, Rae et al. deployed a shoulder-worn smartphone, and some Streamers felt like they

were being stared at [205]. Likewise, participants in the field study of Kim et al. noted that even

simple video chat resulted in a higher level of embarrassment. The authors here note that a design

implication is to make a technology probe as inconspicuous as possible [115]. We thus analyzed

the proposed technologies in each article of our dataset to understand how noticeable they were.

We found that 45 articles (87%) described a noticeable interaction, either due to the fact that the

Streamer is wearing equipment in a conspicuous way (33 articles), or because passersby were able

to see or hear the telepresence taking place (12 articles, e.g. the Viewer’s audio was not localized

to the Streamer). Only 4 articles had inconspicuous setups, and in each of these, the camera was

embedded into the clothing of the Streamer in a way that did not draw attention to them. For

instance, Baishya and Neustaedter had the users place their smartphone in their front shirt pocket

[14], and Procyk et al. generated the stream by attaching a small camera to the frame of a pair

of sunglasses [202]. In these examples, the clothing itself was not conspicuous, and the cameras

were well-hidden. We note, however, that this does not completely solve this problem of social

awkwardness; one of the bystanders in the work by Procyk et al. believed that the Streamer was

talking to them (when they were actually talking to the Viewer), and a fight almost ensued [202].

We do not yet understand what the best way to convey that a telepresence scenario is occurring

while balancing the needs of all parties involved.
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Emergent Themes from Qualitative Findings

Although most of the articles in our dataset were contributions from the more technical side of

HCI, we did find some important qualitative findings and emergent themes, which we feel warrant

an echo in our work.

Viewer Dependence on the Streamer: In some articles, the Viewer participants indicated that the

interaction was simply not good enough. Some users thought watching a video stream became

stale after extended use [35], and while some felt that telepresence was a decent substitute, it was

not as good as actually “being there” [202]. This might be due to the fact that generally, the Viewer

cannot control where the Streamer goes [243]. Other participants reported that they did not enjoy

being dependent on the Streamer to look around the environment, as it made them feel like they

were sitting “in a wheelchair” [205]. From a Streamer’s point of view, having to control the camera

for their partner made users feel like a prop, resulting in them feeling “used” [205]. This theme of

dependence was typical of technical setups which leveraged single-lens cameras, e.g. smartphones;

though not exclusive to smartphones, we find this feeling of dependency to be reduced when using

a 360-degree camera which affords the Viewer with a way to explore the environment on their own

accord.

Privacy Challenges for All Users: There was a minor theme regarding privacy. Many of the

Viewer participants were unable to adequately gauge the social surroundings of the Streamer, and

were found to modulate the strength of their audible communication while being conscious of

the words they were saying, so to not offend anyone in the remote environment [202, 205]. Fur-

ther, some were not convinced that the live-stream was secured to just their use, and again were

conscious with their utterances. In a longitudinal field study for members of a long-distance re-

lationship, Baishya et al. deployed an “always-on” video chat solution, so that one person could

see their partner’s view on a whim; even in an intimate relationship, this on-demand interaction
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caused a degree of uneasiness, as the users did not have the ability to prevent their partner from

seeing or hearing certain situations [14]. Regarding privacy of third-party members, we did not

find much consideration, but most of the field studies were conducted in North America, where

video-streaming in public seems to be more accepted than other parts of the world. However, this

is certainly an issue which needs to be addressed with future work.

Concerns about Streamer Safety: We found another minor theme regarding the safety of the

Streamer. As previously mentioned, a passerby felt offended by one of the participants, who was

actually talking to their telepresence partner. This almost caused a fight [202]; but worse, one

Streamer was too enraptured by the hand-held technology probe that they were almost hit by a car

[90]. In one case, the telepresence interaction was too inconspicuous that it provoked a third-party

member; in the other case, it was too involved that the Streamer nearly lost their life. As noted

above, a strong portion of the articles discussed a technology probe that was noticeable to third

party members. Even when engaging in simple video chat, Streamers felt a sense of awkwardness

[115, 202, 205]. They were self-conscious about using the technology probes; in these cases,

physical harm was not apparent, but psychological harm was. It is clear that too obvious of a

technology probe may cause third-party members to take notice, but hidden devices which cause a

noticeable interaction still cause confusion for these individuals. There is a clear need for balance,

in order to maximize the needs and desires of all parties involved.

Preferred Streamer Characteristics: Lastly, we also found a minor theme regarding the char-

acteristics of an “ideal” Streamer. In a survey by Ishak et al., survey respondents were asked to

help identify what matters when choosing a Streamer for the hypothetical task of remote classroom

attendance. They found that students did not particularly have a preference for characteristics such

as gender, race, or age, and instead indicated a desire for certain performance-based traits, such

as extroversion, good note-taking skills, and academic standing [87]. On the other hand, Misawa

and Rekimoto, in their technology probe where a Streamer is presented like the Viewer, suggest
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that to enhance the illusion that the Viewer is the one interacting with third-party members, the

Streamer should have identical physical traits to the Viewer [160]. For non-performance-based use

cases, it seems that Streamer characteristics are not a major consideration; for instance, the pur-

pose of remote sightseeing is to share an environment, and generally, we suspect Streamer traits

will not affect user experience. However, for performance-based scenarios such as sporting or re-

mote shopping with a stranger, certain traits such as languages spoken, physique, and knowledge

of the environment might influence the success of the interaction.

Interplay between Technical and Social Factors

The previous sections describe the technical and social factors of interpersonal telepresence design

separately, but in our analysis, we find that these are very intertwined. Social considerations breed

technical considerations, and vice-versa, but each of these stems from an attempt to optimize a

certain aspect of the overall user experience. In this section, we discuss the links between these

factors and how they influence the design of telepresence experiences.

Technology Breeds Social Considerations

When designing an interpersonal telepresence experience, researchers might think that adding

more physical technology can be used to improve certain aspects of the interaction. To some

extent, this is certainly true. However, our dataset informs us that more body-worn technology

leads to more social considerations, especially on the part of the Streamer, who must bear the ad-

ditional weight of the socio-technical burden. For instance, as reported by Ishak et al., the size of a

body-worn smartphone influenced how third-party members perceived the Viewer [87]. A smaller

screen yields a smaller image of the Viewer, and a larger screen yields a larger image. This affects

how others can communicate with them, and how they perceive themselves in this communication
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paradigm.

Different technical setups have been reported to affect immersion, co-presence, and social pres-

ence, and studies have shown that the Viewer’s apparatus leads to differences in these psychometric

scales [115, 277]. One of the main purposes of interpersonal telepresence is to let the remote user

feel like they are “actually there,” so it is natural that researchers have developed various artifacts

in an attempt to increase these scores; but, these artifacts come with social cost. As reported in

some field studies, the Streamer can feel socially awkward while using telepresence due to wear-

ing a device on their body, or because they are engaging in a non-normal activity. In particular,

researchers have posited that to free the hands of the Streamer, they can wear the camera on their

body; but, this is currently not a social norm, and bystanders have been found to give “strange

looks” in public [202]; in other words, the telepresence interaction is noticeable, which makes

the Streamer stand out [35, 115, 202, 205]. Further, there is strong interplay between technology,

social considerations, and measurable outcomes. In our dataset, we found some authors to make

a call for camera stabilization. Using immersive viewing apparatus, users could succumb to sim-

ulator sickness, and software stabilization has been used to help prevent this [102, 104]. Other

researchers used a hardware-based approach, integrating a wearable device into the technical setup

a Streamer uses [116, 123]. This could, unfortunately, result in a greater social cost given the

increased noticeability.

Social Landscape Influences Technological Considerations

In our dataset, when designing prototypes or studies, the authors often had a specific social con-

text in mind. In the cases which proposed strangers interacting with the telepresence setup, the

primary concern was to let the Viewer see the remote environment opposed to seeing the Streamer.

For instance, some authors deployed a body-worn camera placement that excluded the Streamer’s
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face [40, 87, 162, 163]. This is in stark contrast to the articles proposing friends/family and LDR

interactions, where the camera was often placed on the Streamer’s shoulder or was handheld, pro-

viding opportunity to capture the their face [27, 35, 69, 123]. In these cases, streaming the remote

environment or activity was a co-objective to providing a more social experience. In addition to

making the interaction more social, providing the Viewer with a way to see the Streamer’s face

unlocks natural communication. In our dataset, the purpose of many papers was to provide or

demonstrate collaboration capability, and other articles noted that simple telepresence setups are

conducive to the participants missing out on what the other is seeing (e.g. “did you see that?”

[115]). To overcome this, the Streamer can employ a 360-degree camera, which allows the Viewer

to see the remote environment and, when placed properly, the Streamer too. In various field studies

such as those by Rae et al. [205], Tang et al. [243], and Jones et al. [90], the authors note that typi-

cal telepresence setups do not capture natural communication in its entirety. To provide the Viewer

with a way to understand that of the Streamer, simply placing the camera in a way that allows them

to see the hands and face have been shown to suffice. However, additional hardware is required for

both parties in order to capture and display that of the Viewer. For example, when a 360-degree

camera is used to capture the environment, to communicate hand gestures, researchers often em-

ploy specialized depth cameras such as the Leap Motion. To communicate gaze, researchers often

employ head-tracking devices such as those found in the HTC Vive HMD. Then, to display these

to the Streamer, researchers employ AR glasses [25–27, 134].

Discussion

Participant feedback within the field studies of our dataset reveal moderate comfort with the telep-

resence concept across numerous concepts, and as such there is much opportunity to improve the

state of the art. In this section, we outline paths for future work in a call to action for the SIGCHI
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community.

The Search for Meaningful Dependent Variables. What is Success?

The interpersonal telepresence interaction style is fairly new, and we noticed that there were very

few studies to investigate real-world applications. More work is needed in the form of longitudinal

field studies to understand how this novel interaction is perceived by all parties involved. In par-

ticular, we need to understand how to make this acceptable over a long period of use, especially

when its novelty would wear off. Additionally, as apparent by the vast quantity of custom mea-

surements used in most of the dataset, the telepresence community needs to converge upon valid

methods of measuring meaningful outcomes. We noted that most of the items found in the dataset

were custom, often in the form of singletons, and these could have been replaced by pre-validated

questionnaires. As illustrated in work by DeLone and McLean in the field of Information Sys-

tems [41], “success” can be measured by various dimensions and that, in order to move a field

forward, researchers must converge on a subset of measures that define success. In the field of

HCI, many outcomes have been measured through the use of pre-validated instruments (e.g. USE

questionnaire [146], Slater-Usoh-Steed questionnaire [234]); but, we acknowledge that many of

the questions being asked by the researchers did not map to these instruments, suggesting that we

lack robust ways to operationalize the socio-technical outcomes we are interested in measuring

in the context of interpersonal immersive telepresence. Therefore, as a research community, we

need to engage with one another to reflect on the social (e.g., connectedness, support, well-being),

contextual (e.g., time to complete a task, accuracy, immersion in the environment) and technical

(e.g., video fidelity, ease-of-use, usefulness) outcomes that we care about when determining suc-

cess in our field. Also, when future work develops new measures, researchers should make sure to

psychometrically validate these instruments and share them with the community.

60



Regarding dependent outcomes that have been commonly studied in interpersonal telepresence,

there have been two primary goals — to achieve the sense of “being there” in the remote environ-

ment, and to achieve the sense of “being there” with a remote partner — and to accurately measure

how we make advances in these areas, the community should consider adopting a standard set

of pre-validated instruments to measure both spatial and social presence. The Slater-Usoh-Steed

questionnaire and the Presence questionnaire by Witmer and Singer have been widely adopted to

measure presence in virtual environments, and they can also be used here to measure spatial pres-

ence [234, 271]. In essence, a remote environment captured by a camera for telepresence is akin

to a high-fidelity virtual environment, so the questionnaires apply, although the items will need to

be adapted to ensure the language makes sense for this specific context. The research community

has a more difficult challenge for determining a common definition for social presence; as this

interaction style has a strong social component, it is important to make this identification. Oh et al.

suggested that co-presence and social presence are one in the same [187], but the most commonly

used measure (the Networked Minds Measure, [22]) lists co-presence as a sub-construct of social

presence. We found multiple definitions for this concept across studies of our dataset, so it is diffi-

cult to compare the results of one study to another. Cui made this same observation in 2013, noting

that the literature diverges from a “commonly accepted paradigm” [39], and to our knowledge, this

is still an unsolved issue.

In order to make fair comparisons (and thus be able to improve the state-of-the-art), we as a com-

munity need to work towards understanding how to best make that convergence. However, with the

field of interpersonal telepresence still being in its infancy, we do acknowledge that standardized

measurements may not always be able to address future research questions. It is out of the scope of

this work to develop these new measures, but we wanted to bring this issue to light such that future

researchers can help solve this problem. At the very least, researchers should perform an appro-

priate psychometric analysis on their measurement tools to ensure some level of construct validity.
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This would allow future researchers to compare and contrast their technology probes against pre-

vious work in a more standardized manner, while also preserving their freedom to create custom

instruments.

The Forgotten Users: Streamer Considerations are Understudied

One of the most jarring findings across our dataset is a common disregard of the Streamer. Many

projects seem to posit that the Streamer is a replacement for a telepresence robot, and do not

attempt to measure their experience, instead focusing just on the Viewer. The interpersonal telep-

resence community needs to remember that these people are stakeholders too, and we need to make

explicit considerations for them. Many of the Streamer participants in the field studies found in

our dataset reported a sense of social awkwardness when they performed their role, yet, the strong

majority of articles described a telepresence setup which drew attention to these users, either be-

cause the interaction was not localized to them, or because they were wearing extra, conspicuous

technology on their body. In order to maximize the Viewer’s user experience, researchers tend to

add more and more technology to the Streamer’s setup; but this could be making matters worse.

The existing research has already revealed that the various live-streaming techniques (e.g. smart-

phone and 360-degree cameras) provide the Viewer with a strong sense of presence, so it is now

time to shift the community’s research agenda to optimize the Streamer’s experience.

Firstly, instead of just measuring the Viewer’s sense of presence, we need to measure social pres-

ence for both parties. After all, a successful social interaction is contingent on both. Only one

article in our dataset attempted to measure social presence of both users, and future work needs to

make this a high priority. We also need to develop a way to better understand how a given telep-

resence setup would cause a person to feel a sense of social awkwardness, before, during, and after

use. To our knowledge, there is no pre-validated measure to quantify this, but it would be valuable
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such that we can influence future design to help reduce it. Secondly, we need to consider that by

optimizing the Viewer’s experience, we might be worsening that of the Streamer. Likewise, by op-

timizing a Streamer’s experience, we will probably reduce the Viewer’s experience. In various field

studies of our dataset, authors conclude that social awkwardness stems from the wearable devices

[115, 205], especially as the addition of physical technology becomes more apparent to the third

party. Even as wearable technology becomes more compact and less noticeable, we must remem-

ber that the technology’s design and its intended use will affect a Streamer’s desire to interact with

it. Thus, a goal of future telepresence work should be to strive for experience optimization of both

end-users, understanding that their social needs may not align in a given telepresence scenario.

Thirdly, we must consider the physical safety of the Streamer as they interact with interpersonal

telepresence. In a few dataset articles, the authors noted that Streamers entered into dangerous

scenarios due to the novel interaction, e.g. nearly getting into a fight with a passerby [202], or

almost getting hit by a vehicle because their attention was drawn to the technology probe [90]. We

also note that because they are often asked to wear cameras on their body, they stand out in public;

crime reports indicate that tourists are often targeted for theft because they stand out, particularly

because they have expensive camera equipment [73, 80]. Since remote sightseeing is a prominent

use case found in our dataset, we acknowledge that telepresence users could be targeted too. We

must remind ourselves that Streamers are not tools or robots to facilitate telepresence; they are

people and we must ensure their safety as they interact with interpersonal telepresence. They take

on all of the risks, and the research community must think of ways to protect them.

The telepresence community has long since focused on the needs of the Viewer, and it is now

time to shift our focus towards the Streamer. Additionally, as telepresence itself becomes viable

as an entertainment product, there is now a class of streaming-based workers that operate entirely

via telepresence, raising questions as to the workers’ rights and fair expectations of these users.

We call for researchers within the telepresence field to make considerations for Streamers’ well-
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being, especially in situations where third parties are involved in the telepresence environment.

For instance, previous work regarding public live-streaming for games shows how live-streamers

can become physically and mentally drained [209]. We note that these considerations change de-

pending on the relationship between Streamers and Viewers. However, if telepresence is now itself

undertaken as an occupation, serious work needs to be done to affirm the rights of these telepres-

ence workers, exploring the various social contexts in which this work occurs, and developing a

framework of social and moral norms for professional telepresence Streamers, which can also be

extended as guidelines to non-professional interpersonal telepresence. We anticipate future work

to emerge in the form of participatory and iterative design with real users, to brainstorm and imple-

ment technology probes which will reduce the potential harms and ethical issues Streamer users

may face.

The Social Dynamics Between Streamers and Third Party

In addition to reducing the risks posed to the Streamer, we must also consider the needs of third

party members. As Rae et al. note, very little of past research considers the third party as a

stakeholder in a telepresence interaction [205], and we found this to be the case in our dataset as

well. As a community we need to ensure that we account for this group of people as we conduct

our research. In the United States and Canada, where most of the field studies in our dataset took

place, video recording in public is viewed as a legal right [124, 239], so in common areas there is

no reasonable expectation of privacy. In other cultures, such as Japan, it has been observed that

even in public, live-streaming is frowned upon socially [70]. Researchers applying telepresence

in part of a field study need to consider the culture in which they plan on conducting studies; but

even if the law and culture both approve, we still need to consider the ethical implications such as

socially accepted conventions of privacy.
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As previously noted, an avenue for future work is to minimize the technology such that the

Streamer does not stand out; this will help to reduce the social awkwardness caused by third party

members staring at them. This will also reduce the third party’s ability to spot that telepresence

is taking place. It is questionable, then, if this is an appropriate way of conducting a telepresence

experience. It is out of the scope of our work to provide ethical guidance regarding the third party

members, but we pose the following questions to the research community in hopes that future work

will tackle this issue: is it necessary to inform third party members that they are being captured as

part of a public telepresence experience? How can we balance the rights of these people while pro-

tecting the Streamer? Answers to these questions will bring forth a more enjoyable experience for

all parties involved, including those who have been thus far been an after-thought in telepresence

research.

We note that even if the telepresence technology can be minimized and hidden from plain sight,

some Streamers might still feel uneasy, knowing that they are potentially intruding on the pri-

vacy of other people. Likewise, we note that some Streamers will not perceive telepresence as

some form of social intrusion, even if the technology probe was excessively obtrusive to wear.

As noted in one field study, some participants felt socially awkward, while others “enjoyed the

attention drawn” to them due to wearing a new, visible piece of technology [205]. Thus, it might

be the case that individual differences cause users to have various attitudes towards acting as a

Streamer. It would be beneficial to researchers and end users if we could predict their level of

comfort. For instance, researchers could apply personality models such as the Myers-Briggs or

Big-Five paradigms to understand the Streamer’s personality as it relates to their willingness to

engage in a public telepresence experience [65, 173]. We hypothesize that it is possible to make

some prediction of a Streamer’s comfort when using a telepresence prototype, but this will be de-

pendent on identifying the social factors which help with this prediction. If we are able to make a

distinction with high accuracy, then we could facilitate the ability to recommend a specific type of
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technological setup that would provide the most social comfort to a potential Streamer.

Technical Recommendations for Social Telepresence

Our dataset revealed several primary objectives of interpersonal telepresence: letting the Viewer

explore the remote environment; letting the Viewer naturally communicate with the Streamer; and

letting the Viewer communicate with the remote environment. The technology probes tackle one

or many of these objectives, resulting in various ways they are used, and there is still opportunity

to enhance the state-of-the-art by developing additional technologies.

Getting to “Actually There”: Enhancements for Exploration

As is expected of a telepresence interaction, all of the technology probes discussed a way to let

the Viewer explore the remote environment, to some degree. Cameras ranged from single lens de-

vices to omnidirectional devices, and though the type of video differs, participants were still able

to feel a sense of spatial presence regardless of type. This means that the more expensive equip-

ment (360-degree cameras and VR HMDs) might not be absolutely necessary in order to fulfill this

goal, though HMD use does increase immersion. None of the articles particularly discussed audio

features, but microphones are commonly embedded in consumer-grade devices. Smartphones typ-

ically have a single microphone, and 360-degree cameras sometimes have directional microphones

(e.g. the Ricoh Theta V1) which can provide a more immersive feeling when paired with a VR

HMD that supports directional audio. So far, and as found in our dataset, the state-of-the-art telep-

resence setups facilitate the exploration of a remote environment only through visual and auditory

cues, but there is opportunity to engage the other major senses to truly make the Viewer feel “actu-

1https://theta360.com/en/about/theta/v.html
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ally there.” For instance, we can leverage techniques from the VR community to simulate various

types of haptic feedback. Wilberz et al. recently demonstrated an HMD-mounted device which

can let a Viewer feel heat and wind of a virtual environment [269]. Brooks et al. were also able

to provide an illusion of varying temperatures using the sense of smell [24]. These output devices

can be paired with sensors in a Streamer’s setup, to measure wind speed and temperature [64].

We suspect that these techniques will increase the Viewer’s perceived sense of spatial presence,

especially in outdoor environments, and future work is needed to understand the magnitude that

each brings to the experience.

Integrating Natural Communication between Streamer and Viewer

Next, the majority of the articles in our dataset describe facilitating communication between the

Streamer and Viewer, and we hold that this is a primary objective especially for cases where the

two parties are friends, family, or intimates. In our dataset, communication between these users

is typically tied to auditory cues, with a subset of technology probes using simple video chat. As

noted, natural communication (e.g. hand gestures and gaze) has not been studied too much, but

there are a variety of ways to convey these features. Interestingly, none of the articles in our dataset

leveraged an eye-tracking device to pin-point Viewer’s gaze, but that is a natural extension to the

current literature. Eye-tracking hardware is available for flat screens and HMDs, and even as a

mobile wearable2, so both parties can use these to enhance their communication while exploring

the same environment together.

2https://www.tobiipro.com/product-listing/tobii-pro-glasses-2/
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Seeing Eye-to-Eye: Social Encounters Over Large Distances

Lastly, a smaller subset of our dataset discussed the ability for the Viewer to interact with the

remote environment, i.e. to communicate with the third party members. In most of these articles,

the Viewers were embodied via video, meaning the Streamer used a smartphone screen to show

them in real time. The commonality here is that none of the Viewers used a VR HMD, because if

they did, their faces would be blocked by the device. This results in a reduced sense of immersion

and, potentially, social presence. To overcome this problem, we suspect that techniques such as

Rekimoto’s “Behind the Mask” prototype could allow the Viewer to have a video embodiment

while still using a VR HMD [210]. This technique uses multiple cameras to capture an HMD

wearer’s face even though they have the device on their head. After stitching the different camera

feeds together, the result is a reconstruction of the user’s entire face, which could be sent back to

the third party members in the remote environment.

There is plenty of future work that the telepresence community can perform in order to enhance the

socio-technical user experience. We note, however, that it requires a better understanding of each

user’s physical and social needs, which may conflict at times, given the nature of the telepresence

scenario and the users’ relationships. It is pertinent that we realize how to provide a balance

such that interpersonal telepresence will be desirable by Streamers, Viewers, and the third party,

allowing for a natural, enjoyable, and equitable means of communication.

Limitations and Future Work

We conducted a comprehensive literature review of mobile, body-worn, interpersonal telepresence,

used for non-work scenarios. These criteria were chosen as they describe a new form of telepres-

ence that has only recently gained traction within the research community. However, this restrictive
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scoping may have limited our ability to include other interpersonal telepresence scenarios which

could also hold relevance to this main topic of inquiry.

Most notably, we excluded work-related telepresence scenarios, as in most cases these are station-

ary, and only involve a social dynamic between the Streamer and Viewer, i.e. there is no third

party. However, these dynamics are still interpersonal and vary widely, depending on the existing

relationship between both parties, and can contribute to the discussion about ensuring equitable

experience between parties. With large companies beginning to adopt remote technologies in the

midst of the COVID-19 pandemic, including expert help via AR, more study should be conducted

in order to ensure that the unique social implications of work telepresence are properly investi-

gated. For instance, research implies that there might be a new class of employees who rely on AR

for most of their day. Introducing new technology especially that which must be worn on the body

raises ethical questions and human factors issues. Future work must address these considerations

to ensure that all parties in the work environment are treated equitably.

Many of the articles in our review did not explicitly detail the social relationship between Streamer

and Viewer, and so we were unable to properly quantify them. Future research should ensure that

the nature of these relationships is more clearly articulated; but, we acknowledge that interpersonal

telepresence may be used for a wide variety of use cases. In our review, we excluded telepresence

scenarios that involve a one-to-many user relationship, which occur in situations such as Twitch

streaming and mobile broadcasting. While these scenarios involve fewer opportunities for inter-

personal communication, they nonetheless provide other forms of interaction modality that are

important to consider as we explore new social dynamics within interpersonal telepresence, such

as parasocial relationships. This is especially relevant given that these forms of telepresence are

emerging as forms of paid entertainment, and not just for recreational purposes. In our future work,

we plan on investigating proper communication modalities that can be used in this one-to-many

paradigm, while providing a strong sense of social presence within these online communities.
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Conclusion

Mobile interpersonal telepresence is a relatively new concept, and our review of this field has

revealed many interesting projects that are pushing the technology past its current limits. We

remind ourselves that we must progress not just through technical means, but by also considering

the social needs of the users for whom we intend to develop this new interaction paradigm. We

call upon the telepresence community to take our findings into consideration in order to enhance

Viewer’s experience, reduce the Streamer’s social cost, and standardize the methodology we use

to ensure we are making developments in the right direction. By doing so, we can achieve a more

socially equitable interaction that can enhance many lives. Especially in trying times of social

distancing, we can bring people together and facilitate exploration of remote environments.

This chapter revealed the current state of the literature in the interpersonal telepresence space, high-

lighting how researchers want to enhance the feelings of being there; for the Viewer stakeholders,

this means helping the user have stronger spatial presence, but for both Viewers and Streamers, we

must work to enhance social presence. The dataset is more technical work in nature, but field stud-

ies revealed how Streamers value more socially acceptable technologies, and that Viewers want to

have the ability to explore the remote environment on their own. In essence, there is a struggle for

autonomy between these two major stakeholders that is difficult to resolve. In the next chapters, we

demonstrate how simple design decisions such as bodily camera placement cause value tensions;

for instance, Streamers can choose a placement that follows their own preferences, but in doing so,

they might limit the opportunity the Viewer has to explore.
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CHAPTER 4: AN ANALYSIS OF USER PERCEPTION REGARDING

BODY-WORN 360◦ CAMERA PLACEMENTS AND HEIGHTS FOR

TELEPRESENCE
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LaViola Jr. 2019. An Analysis of User Perception Regarding Body-Worn 360 Camera Placements

and Heights for Telepresence. In ACM Symposium on Applied Perception 2019 (SAP ’19). Associ-

ation for Computing Machinery, New York, NY, USA, Article 13, 110.

DOI:https://doi.org/10.1145/3343036.3343120

To continue our work towards an understanding of how to balance interpersonal telepresence de-

sign using the VSD framework, we next describe a technological investigation that demonstrates

how a simple design decision such as bodily camera placement can cause a value tension — in this

Figure 4.1: In Chapters 4 and 5, we perform a technological investigation in which we explore how
a simple design decision — camera placement and height — causes a tension of values.
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case, a struggle for autonomy (see Figure 4.1). In robotic telepresence, height is not arbitrary, and

previous efforts have described techniques to change camera height in real-time, through mechan-

ical actuation [152, 204]. In interpersonal telepresence, camera height is tethered to a streamer’s

physical height, as well as the location where they wear the camera on their body. Thus, the pur-

pose of this study was two-fold: first, we wanted to understand how a streamer’s height (and thus

camera height) would influence a viewer’s user experience. Secondly, as a streamer could change

camera placement (but not necessarily control height), we wanted to understand how various place-

ments influenced the viewing experience.

This chapter is divided into four major sections: Introduction, Methods, Results, and Discussion.

We first describe the problem space in the Introduction. Second, we discuss our approach towards

tackling the problem by designing a user study, with design decisions informed by the previous

literature, in the Methods section. Third, we describe the results of our user study, including

descriptive statistics and hypothesis testing, in the Results section. Lastly, we provide design

recommendations and implications for future work in the Discussion section.

Introduction

Live-streamed video is an increasingly popular content medium. In 2015, Periscope hit a 10 million

account milestone [245], and in 2017, Twitch.tv saw 2 million monthly broadcasters [254]. 360◦

video streaming is a new technology that is envisioned as the “next big thing” [15, 66]. Viewers

often watch these panoramic videos via social media and streaming websites [241], but there is

an opportunity to create an immersive telepresence experience by sharing live-streamed content

to users of Virtual Reality (VR) head-mounted displays (HMD). There are a number of use cases

where this might be useful. For instance, a geographically distributed family could reconnect with

their elderly [273]. A person suffering from social anxieties could remotely explore the world with
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Figure 4.2: Placements for wearable 360◦ cameras each have pros and cons. Not only does the
overall view vary, but the resulting height changes as well. In this study, we analyze user preference
of three placements — shoulder-mounted, over the head, and on the chest — as well as three
relative heights for each — natural, 12in shorter, and 12in taller — for a 3x3 within-subjects study.

their friends [213]. A bed-bound patient could enjoy a day sight-seeing with their loved ones [169].

We expect this kind of telepresence to become commonplace, enabling people from around the

globe to connect like never before. The HCI community has begun to issue recommendations

and best practices regarding panoramic video, but there is still work to be done, particularly to

optimize viewpoints. In this study, we aim to identify how various body-worn camera placements

and heights affect user experience. While the community has developed an array of prototypes,

we are the first to specifically compare and contrast viewer experience among exemplar camera

placements. Therefore, our research questions for this work include the following:

• RQ1: What is the optimal body-worn camera placement for reducing visual occlusions

created by the video streamer?

• RQ2: What is the optimal body-worn camera height, in relation to the viewer’s own height?

• RQ3: What is the best combination of body-worn camera placement and height to enhance

a video viewer’s overall experience?

To help answer these questions, we conducted a 3x3 within-subjects experiment with 26 partic-
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ipants in a VR simulation, varying the factors of Camera Placement and Camera Height. Our

main dependent variable was user response regarding satisfaction with the experience. Overall,

we found a significant main effect of Camera Placement, such that the video viewers disliked the

360◦ camera worn on the shoulder, since occlusion due to the streamer’s head was prevalent. How-

ever, we also uncovered an interesting effect where camera placement affected perception of view

height. When the camera was placed over the head of the streamer, even if the height was actually

shorter than normal, the participants still felt like the view was tall. The work described in this

chapter contributes the following:

• A novel user study examining the impact of camera Placement and Height on a user’s view-

ing experience of body-worn 360◦ video using an HMD

• An understanding of how vantage points and environmental stimuli affect user perception of

camera height

• Design recommendations for content creators, system designers, and camera accessory de-

velopers who will prototype future body-worn telepresence experiences

In the next sections, we detail our methods, including study design and procedure, followed by the

results of our user study. We then discuss the design implications that arose from this research, and

discuss a roadmap for future research efforts in this space.

Methods

In this section, we describe our user study aimed at understanding the effects of camera placement

and camera height on a viewer’s interpersonal telepresence experience. We first describe the moti-
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vation behind our study design decisions, followed by hypotheses based on these conditions. Next,

we describe the study subjects, apparatus, and reproducible procedure.

Study Design

We designed a 3x3 within-subjects study varying Camera Placement and Camera Height. We used

a simulated virtual environment (VE) for our study. VEs have been used in research for a variety of

reasons, including to provide a controlled study space, reduce external and potentially confounding

variables, and maintain study feasibility, with little sacrifice to realism [18, 43, 206]. The use of

a VE for our study allowed us to maintain variable constancy, such as the streamer walking gait,

level of action, camera steadiness, latency, networking hiccups, etc.

Camera Placement had 3 levels representative of prior literature and common action camera place-

ments - over the head (“Overhead”) [243], on the chest near the shirt pocket (“Pocket”) [14, 87],

and on the shoulder (“Shoulder”) [106, 116, 221, 253]. For each of our conditions, there are dif-

ferent ways of achieving similar levels of occlusion while being able to manipulate height. For

instance, in the Overhead conditions, the streamer’s body occludes the bottom part of the view;

similar views are commonly achieved using a hand-held selfie stick or telescopic pole. In the

Pocket conditions, the streamer’s body blocks the back portion of the view; similar views can be

achieved by placing the camera near the abdomen [250] or by using a neck-worn camera (e.g. those

used by law enforcement officers). In the Shoulder conditions, the streamer’s body blocks a piece

of the bottom part of the view, and the head blocks the view opposite of the mounted shoulder. The

view can be manipulated by including actuators to adjust the camera with 6 degrees of freedom

[116, 152].

Camera Height had 3 levels we felt would give us a good range of exploration - the participants’

natural eye height (“Normal”), their eye height plus 12 inches (“Taller”), and their eye height
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minus 12 inches (“Shorter”). We chose 12 inches because the difference between an average male

and average female in the United States is 6 inches, and two standard deviations of height is 6

inches [57]. Thus, a 12 inch step covers likely ground. We also acknowledge that live streaming

is becoming increasingly popular, even at the extremities of average adult human height. For

instance, consider the National Basketball Association’s VR app [177]. Currently, the app enables

viewers to watch live games with a VR HMD, from the view of a static, court-side camera. It

seems plausible that the NBA would, in the future, live-stream feeds worn by the players, whose

average height in the 2018-2019 season was 6’7” with a standard deviation of 3.3 inches [208].

Additionally, while we do not advocate for minors to wear cameras, we acknowledge that this is a

plausible scenario [48, 111], especially as life-logging tools are becoming more readily available.

As such, our height conditions represent a wide range of plausible use cases.

These levels totaled 9 conditions, which were randomized and counter-balanced in a Latin Square

design. Our study received IRB approval, and we obtained informed consent from participants

before they participated in our study.

Research Hypotheses

We expect viewers to desire a camera height that matches their own height, but in practice this is not

always feasible. Average adult height varies significantly between men and women, and between

people from different countries [30, 55, 57, 139, 260]. To compensate for a difference in height, the

streamer could move the camera to a different part of the body; but, this may result in an unnatural

or occluded view. We would expect an optimal experience to have a natural viewing height while

also affording the clearest viewpoint possible. We thus conducted our study considering these

factors, hypothesizing the following:
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• H1: We expect a main effect of camera placement such that users will prefer an unoccluded

view.

• H2: We expect a main effect of camera height such that users will prefer a viewing angle

similar to their natural height.

Subjects

A priori power analysis using G*Power indicated that we needed a minimum of 22 users to detect

a medium effect size [53]. We recruited 26 participants for our study from the student body of

the University of Central Florida. 21 were male and 5 were female. Their age ranged from 18 to

29 (M = 20.8; SD = 2.74). We measured participant height; the range was 4’9” / 1.44m to 6’3” /

1.91m (M = 5’9” / 1.75m; SD = 4.21in / 10.7cm). All participants had normal vision, or they wore

corrective lenses during the study. We asked participants how often they watch 360◦ videos, and

the Median response was “Rarely.” Similarly, the Median response for how often they use VR was

“Rarely.”

Apparatus

We created our virtual environment using the 2017.3.0f3 version of Unity3D. We ran the study on

a laptop with Windows 10, Intel core i7-7700HQ at 2.8GHz, with 12GB of RAM, with an Nvidia

GeForce GTX 1060. The HTC Vive HMD was used to run the scenario.
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Figure 4.3: Sample snapshot of the environment used to simulate an interpersonal telepresence
experience. Stimuli were distributed and organized in various placements.

Virtual Environment

We retooled a VE found on the Unity Asset Store to create a virtual art museum (see Figure 4.3,

retooled from [228]). A museum tour is a plausible example use case, and we were influenced by

Tang et al. [243], who performed a real-life task in which participants needed to search for art dur-

ing a virtual tour. Our room was rectangular with a dividing wall through the middle, lengthwise.

On the walls were famous paintings. The very center of each painting was approximately 5’10”

/ 1.8m off the floor. Between paintings, there were pedestals that held sculptures. The sculptures

rested approximately 2’3” / .7m off the floor. On the floor, ornate rugs were laid out. Scattered in

the room were digital human museum-goers who stayed in-place.

For each stimulus type, we proposed a “real” and a “counterfeit” (see Procedure). We tried to bal-
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ance subtlety with objectivity for the counterfeits, such that the participants would need to inspect

the objects yet be able to recognize that something has changed. For the paintings, we performed

a web search with the phrase “famous paintings” and selected a subset. To find the counterfeits,

we performed a web search for each one, including the word “parody.” We were able to pair every

real painting with a parody. For instance, we used Starry Night, and the counterfeit featured Darth

Vader [61]. For the sculptures, we first defined a list of objects that typically have one size in the

real world, in hopes of giving visual cues for perceiving camera height. For the counterfeits, we

used properties of association. For instance, we used a soccer ball, and the counterfeit was a bas-

ketball. For the carpets, we performed a web search for “ornate rugs,” and found various patterns.

For the counterfeits, we inverted the color scheme but maintained the patterns.

The stimuli were mapped symmetrically. There was a box-shaped path that the virtual streamer

walked, and both sides of the path were as equal as possible in terms of stimuli count and place-

ment. One side of the museum had a door, and the opposite side had a large painting. All paintings

and sculptures were scaled to life-size. In total, there were 15 famous paintings, 12 sculptures, 6

rugs, and 4 museum-goers. To simulate common visual artifacts of live-stream cameras, we con-

structed a virtual Camera Rig that consisted of six 90◦ cameras, each using the following Unity3D

post-processing techniques and values:

• Antialiasing (Fast Approximate Anti-Aliasing)

• Ambient Occlusion (Intensity = 1; Radius = 0.3; Sample Count = Medium; Downsampling

Enabled)

• Motion Blur (Shutter Angle = 270; Sample Count = 10; Frame Blending = 0)

• Grain (Intensity = 0.5; Luminance Contribution = 0.8; Size = 0.7; Colored Enabled)
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We mapped the output of the camera rig to the Unity3D Skybox. This, combined with the post-

processing techniques, resulted in the “stitching” artifact that can be found in multi-lens cameras.

The virtual streamer was the “Ethan” model that is found in Unity3D’s tutorials, modified to have

a constant walking speed regardless of model size. For our study, we assume camera stabilization,

i.e. the streamer’s walking gait had no effect on the camera, except for when the model turned 90

degrees on the path.

Procedure

Recruited participants first reviewed an informed consent form. We did not collect signatures.

Users were seated in a chair inside of the HTC Vive play area; the play area was scaled down, so

participant head translations did not have an effect on the viewing experience. Next, we gave a

demographics survey, noting the height of our participant, and subtracting the difference between

their eyes and the top of their head (approx. 5in). Following, we described the study to our users.

We explained that the objective was to explore the museum by inspecting all paintings, sculptures,

and rugs. To ensure the user adequately and intently explored the museum each time, we randomly

replaced one of the paintings, sculptures, and rugs with a counterfeit - the user’s task, therefore, was

to identify these counterfeits every condition. To prevent a learning effect, the counterfeit objects

and their locations were randomized every run. Before the user entered VR, we first showed them

a simple website with pictures of the correct stimuli, allowing as much time as needed for them to

become familiar. We then ran the user through a practice trial, in which the camera floated in air

(there was no streamer). The length of this practice run - and each trial - was approx. 2.5 minutes.

The user was then run in the first condition with the streamer visible. We did not tell the user

which condition was being run. During the task, we hand-recorded the user’s audible feedback.

After the run was complete, the user filled out a questionnaire. We then told the user how tall the
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camera was, to untangle confusion which could affect our final survey. We then loaded the next

condition and repeated these steps. After all conditions were completed, we gave the user one

final questionnaire, to rank all conditions. The time to complete the study was approximately 50

minutes, and participants were given 10USD in cash.

Dependent Variables

We administered a questionnaire after each condition to measure if the user thought the view was

Free from Occlusions and if it had a Natural Height. The measures consisted of the following

items, on a 7-point Likert scale (1 = strongly disagree, 7 = strongly agree):

• Questions regarding Free-from-Occlusions (FfO):

– The camera placement allowed me to see everything I needed to see

– Nothing blocked my view to the point where I became disoriented

– My field of view was clear, so I could perform the task

• Questions regarding Natural Height (NH):

– The height of the camera felt natural to me

– The camera height let me view the environment with ease

– I liked the height of the camera placement

• All things considered, please give a score to that camera placement (1 = Terrible, 7 = Excel-

lent)
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After each condition, we also asked “Was the view shorter, taller, or equal to your natural height?”

Users were also asked to explain what they liked or disliked about each condition. After all con-

ditions were complete, the user was asked to rank all of the conditions from best to worst. They

were also asked to tell us the rationale for why they selected the best and worst conditions.

Data Analysis Approach

In order to assess the construct validity of the dependent variables, we first tested for internal

consistency by calculating Cronbach’s alpha [38]. FfO and NH were both above the 0.7 threshold

for reliability (FfO: α = .889; NH: α = .824). Thus, we averaged the values together to form an

index per construct, per condition. As a single-item measure, we did not assess Overall Rating for

construct validity. Since the DVs were not normally distributed, we used non-parametric tests to

test our hypotheses. We anticipated a possible interaction effect between camera placement and

height, so we chose to use the Aligned Rank Transform (ART) tool [272], so that we could run

a repeated measures ANOVA. For our post-hoc tests, we controlled Type I errors by performing

Holm’s Sequential Bonferroni Adjustment [81]. For qualitative feedback, we used an open coding

process to identify emerging themes. We present illustrative quotes to help unpack some of the

nuance around the experimental results of our study.

Results

We first present the descriptive characteristics of our data, followed by the results of our hypothesis

testing, and a summary of our findings.
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Table 4.1: Descriptive Statistics of All Conditions by Dependent Variable

Placement Height Free-from-Occlusions Natural Height Overall Rating

Overhead Taller M = 5.923, SD = 1.356 M = 5.551, SD = 1.447 M = 5.846, SD = 1.084
Natural M = 6.103, SD = 1.014 M = 5.821, SD = 1.246 M = 6.000, SD = 0.849
Shorter M = 5.949, SD = 1.183 M = 5.154, SD = 1.620 M = 5.269, SD = 1.430

Pocket Taller M = 6.000, SD = 1.227 M = 5.564, SD = 1.456 M = 5.654, SD = 1.294
Natural M = 6.205, SD = 1.333 M = 6.308, SD = 0.958 M = 6.269, SD = 0.919
Shorter M = 6.013, SD = 1.222 M = 5.231, SD = 1.494 M = 5.385, SD = 1.235

Shoulder Taller M = 3.397, SD = 1.854 M = 4.551, SD = 1.649 M = 3.731, SD = 1.185
Natural M = 3.000, SD = 1.683 M = 4.538, SD = 1.633 M = 3.385, SD = 1.359
Shorter M = 3.244, SD = 1.692 M = 4.321, SD = 1.640 M = 3.423, SD = 1.419

Descriptive Statistics

The descriptive statistics of our DVs can be found in Table 4.1. The following sections describe

the results of repeated measures ANOVAs, as shown in Table 4.2.

ANOVA Results

H1: Main Effect of Camera Placement

An ANOVA revealed a significant effect of Camera Placement on each of our dependent variables;

see Table 4.2. Post-hoc t-tests revealed significant differences (see Table 4.3); for the FfO con-

struct, there were differences between Overhead and Shoulder, as well as Shoulder and Pocket.

Most of our participants indicated that the Shoulder placement was annoying, frustrating, or gen-

erally negative because the streamer’s head blocked the right side. See Figure 4.4.

We also found a significant main effect of Camera Placement on NH. Post-hoc t-tests again revealed
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Table 4.2: Repeated Measure ANOVA Results

Construct ANOVA Result

Main Effect of Camera Placement

FfO F (2, 50) = 71.50, p < .001, η2p = .741
NH F (2, 50) = 16.58, p < .001, η2p = .399

Overall F (2, 50) = 58.96, p < .001, η2p = .702

Main Effect of Camera Height

FfO F (2, 50) = 0.531, p = .591, η2p = .021
NH F (2, 50) = 5.946, p < .005, η2p = .192

Overall F (2, 50) = 2.707, p = .077, η2p = .098

Interaction Effect of Camera Height * Camera Placement

FfO F (4, 100) = 1.808, p = .133, η2p = .067
NH F (4, 100) = 1.182, p = .324, η2p = .045

Overall F (4, 100) = 1.438, p = .227, η2p = .054

differences between Overhead and Shoulder, as well as Shoulder and Pocket. We would not expect

this, as the varying levels of height were consistent between all camera placements. Due to this

unanticipated finding, we later present a post hoc analysis of how participants’ perception of height

varied based on camera placement; see Figure 4.5.

We also found a significant main effect of Camera Placement on Overall Rating. Post-hoc t-tests

again revealed differences between Overhead and Shoulder, as well as Shoulder and Pocket. This

result compounds with the previous t-tests; occluding the entire right side (effectively 90◦ of the

entire viewpoint) detracted from the overall experience.
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H2: Main Effect of Camera Height

An ANOVA revealed a significant main effect on the NH construct, but not on FfO or on Overall

Rating. Post-hoc t-tests reveal significant differences between Natural and Shorter heights, as well

as Taller and Shorter heights; see Table 4.3. Expectedly, participants found their natural height to

be favorable, but unexpectedly, they were unfazed by the taller placement. They did, however, find

the shorter camera heights to be less natural. See Figure 4.5 for illustration.

Interaction Effect of Camera Placement * Camera Height

An ANOVA did not reveal a significant interaction effect between Camera Placement and Camera

Height; see Table 4.2.

Table 4.3: Significant Post-hoc T-Test Results by Main Effect

Construct Condition A M SD Condition B M SD Result

Effect of Camera Placement

FfO Overhead 5.99 1.19 Shoulder 3.21 1.75 t(25) = 11.4, p < .001
FfO Pocket 6.07 1.26 Shoulder 3.21 1.75 t(25) = 10.1, p < .001
NH Overhead 5.51 0.94 Shoulder 4.81 0.95 t(25) = 2.99, p < .001
NH Pocket 5.70 0.76 Shoulder 4.81 0.95 t(25) = 5.13, p < .001

Overall Overhead 5.71 0.88 Shoulder 3.51 1.08 t(25) = 8.83, p < .001
Overall Pocket 5.77 0.87 Shoulder 3.51 1.08 t(25) = 9.73, p < .001

Effect of Camera Height

NH Natural 5.556 1.502 Shorter 4.902 1.632 t(25) = 3.004, p < .05
NH Taller 5.560 1.447 Shorter 4.902 1.632 t(25) = 2.756, p < .05
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Figure 4.4: Free-from-Occlusions (FfO) Index Rating with 95% confidence, by camera placement.
The camera being worn on the shoulder resulted in a significant portion of the scene being oc-
cluded, detracting from user perception.

Perception of Camera Height

Due to the significant main effect of Camera Placement on the NH construct we conducted a post

hoc analysis to help understand why this result emerged. Using our qualitative feedback, we found

an interesting result regarding how tall each condition made the participants feel; see Figure 4.8.

During the Overhead conditions, participants often believed the viewpoints were taller than what

they actually were, simply because the streamer’s head was seen underneath them. If we treat

the results of this question as a pass/fail item, then only 54% Overhead, 71% Pocket, and 51%

Shoulder heights were correctly perceived. Considering our VE, there are only a handful of items

with which users could really infer height - paintings, sculptures / pedestals, museum-goers, and

the streamer. The Overhead and Shoulder placements naturally forced the users to see the avatar’s

head either below or at eye-level, respectively; but for the Pocket placement, the users had to go
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Figure 4.5: Natural Height (NH) Index Rating with 95% confidence, by camera height. Participants
naturally indicated Medium and Taller heights as their favorites.

Figure 4.6: Average Overall Rating by Condition. The Shoulder placement was rated poorly, and
in general, participants more preferred the Natural Height conditions.
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Figure 4.7: Average Rank by condition with 95% confidence. The Overhead and Pocket place-
ments were well regarded compared to the Shoulder placement. In general, users most preferred
the camera to be at their natural viewing height.

out of their way to see anything other than the avatar’s legs. Supporting evidence can be found in

comments. For the Overhead placement, some participants felt taller simply because there was a

head beneath them:

• “I feel taller because I see the dude’s head below.”

• “The viewing angle was a bit high, looking down on everything.”

• “I feel like the overall view is lower, but because the avatar is under me, I still feel tall.”

• (As part of positive feedback for the Shorter condition) “Im tall so the farther off the ground

I am the more comfortable”
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Figure 4.8: Perceived Camera Height by Placement. Participants were in-tune with height while
using the Pocket placement, but for the Overhead conditions, participants often felt taller regardless
of height.

For the Pocket placement, the participants indicated that the camera wearer did not affect them,

and they really only needed to look forward and to their sides, rarely commenting on anything past

their immediate view:

• “I didn’t do it, but if I looked back, I would’ve seen the avatar.”

• “The model rarely got in the way of my view...”

• “This was a great, unobscured view of almost everything.”

• “Nothing from the avatar impeded my vision...”

• “I barely noticed the avatar.”

• “The front pocket gives a very clear view of everything in the front.”
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Based on this user feedback, it is clear that the virtual streamer was a visual cue that participants

used to infer height.

Feedback from Participants

Next, we analyzed the questionnaire item regarding subjective height perception, and we coded

the open response questions in order to determine which placements were regarded positively and

negatively, and why.

Ranking Data

Looking at the Ranking data (Figure 4.7), we find that Shoulder was indeed the worst position of

the three; Overhead and Pocket were very positive and comparable. For all placements, we find

that the Natural height was viewed as best, followed by a Taller height. This feedback compounds

with the quantitative results. Out of all twenty-six (26) users, none of them ranked the Shoulder

best, and twenty (20) thought it to be the absolute worst. See Figure 4.7 for illustration.

There were a number of themes that emerged regarding factors that influenced user satisfaction. A

majority of the participants (65%) indicated that a field of view which was free from occlusions

was the main benefit of their favorite condition. Forty-two percent (42%) indicated that their

favorite placement felt natural to them. Only nine (9) participants responded that height was a

major detriment in their least preferred condition. Interestingly, six (6) participants responded that

visual features of the virtual avatar was a major drawback:

• “I didn’t like his head being so close to me.”
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• “...I felt uncomfortable with the head bouncing.”

• “...I felt like the avatar was bouncing too much.”

• “The avatar’s head was extremely distracting.”

• “It feels a little odd with someone’s head right under my chin...”

In the end, however, occlusion (or lack thereof) is the main contributor to the success of the camera

placements.

Virtual Presence and Viewpoint Metaphors

While we often found that our participants simply did not want to see the avatar, some of the users

did provide us with interesting feedback, revealing comments that indicate they gained some sense

of immersion or presence in the virtual environment. Others provided colorful metaphors within

their negative comments for the various camera placements:

• Overhead:

– “It felt like I was riding a horse.”

– “...it was like piggy-backing on someone’s back.”

• Pocket:

– “It let me view my feet and legs easily...”

– “Finally know what its like to be tall...”

– “Made me feel like I was actually walking through.”

– “I felt like I was being held like a baby.”
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– “This is what its like being in my girlfriend’s body.”

• Shoulder:

– “You can see the characters face, and have kinda like a first/third person view.”

– “I was able to view paintings as if I were really there...”

– “...I don’t like being on someones shoulder.”

– “I felt like a Siamese twin [sic].”

Discussion

In this section, we discuss design implications based on our results. In particular, we describe how

viewers mainly want a viewpoint that offers them maximal exploration capability, and that camera

height was not a significant factor for overall user experience. Additionally, we note how user

perception of camera height changes with camera placement. Subsequently, we discuss a future

research agenda based on our findings.

The Clearer the View, the Better

Our results indicate a strong disdain for camera placements which block a significant portion of

the front hemisphere. The Shoulder only had approximately 90◦ of the environment blocked, and

the Pocket had 180◦ blocked; but the right side was more important to our users than the back.

Our users were able to complete inspection before the avatar walked past stimuli, plus they were

seated for the entirety of the study (so it was difficult to turn their head around). We would expect

our finding to hold true in cases where important stimuli enter the view from the front. For com-

plex environments where stimuli moves or appears from behind, we would anticipate a placement

92



similar to Overhead being most desirable, to provide the most opportunity for exploration. For

instance, the multi-lens camera setup in Kasahara et al. seems to meet user needs [100, 101, 105].

While our users did not like the Shoulder camera placement, interestingly, prior researchers did

find a similar rig to be well-received [116, 122, 123]; they implemented a gimbal device which can

be directly manipulated by the viewer via a GUI system, so perhaps it was this sense of control

that helped users perceive it positively [116].

Users Don’t Want to See the (Virtual) Streamer

Our participants often pointed out that the virtual streamer had strange, unattractive, or undesirable

traits, or simply didn’t want to see the model bouncing around while walking. We acknowledge the

Ethan model looks somewhat strange, and this could have made the participants perceive the avatar

negatively. But, user comments also indicated that camera placement affected overall perception.

The Pocket offered the most unoccluded view, and users had to go out of the way to see the avatar’s

features; but even in these conditions we found users pointing to negative features of the avatar.

This shows that our participants, for our task and in our environment, did not want the avatar to

appear in their view; as such, our study cannot answer to a setup where the streamer is someone

that the user knows, e.g. a friend, family member, or celebrity streamer. We would expect users to

perceive camera placements more positively if a loved one was in the view [116], but users could

still communicate with each other regardless [14, 87].

Placement Matters More than Height

Based on these results, it seems that camera height may not be a driving factor for success; while

the Shorter height was the least natural to our users, it didn’t seem to detract from the experience as

much as camera placement. This is contradictory to previous research, which suggests that lower
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camera heights are more acceptable to higher heights [215]. We suspect that there are external

variables not identified here which cause a difference in height preference; for instance, culture

may be such a variable. We acknowledge that our study only analyzed 3 relative heights, but +/-

12in covers a large range. If we inspected an even wider range, we would begin including positions

alongside the extremities of adult human height. Our results corroborate with previous findings:

our participants had trouble identifying the “correct” camera height, which is expected - humans

do not excel at judging VR heights and distances [12, 60, 138, 166]. Telepresence between taller

and shorter individuals may not be harmed by the disparity in user heights. A drastic difference

may result in a drop in user satisfaction, but our results imply that it would need to be severe.

Different Placements Give Different Sense of Story

User feedback indicated varying experiences through the metaphors they provided in their com-

ments. It is important to convey a sense of presence to the user as that allows them to feel as if

they were “actually there” [23, 77, 227], which is one of the goals for telepresence. Metaphors

have been used to help describe telepresence setups, such as the user assuming the role of a parrot

sitting on the shoulder [116], or a ghost watching the world from another person’s view [100], or

even borrowing another person’s body [162]; but our users sometimes felt like they were taking a

ride on an animal or being carried around like a child. We find that the Pocket placement helped

conveyed a sense of active exploration because the users felt like they were the avatar, due to

the character being behind the camera, whereas the Overhead and Shoulder conditions conveyed

a sense of passive exploration because the users felt like they were watching the avatar from a

third-person viewpoint.

Content streamers have opportunity to give two different types of experiences, simply by wearing

the camera in different spots - one where the viewer is the “star of the show,” and one where the
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viewer watches the events transpire. In a case where the streamer and viewer are strangers, we

would recommend a placement similar to Pocket. When the streamers know each other and want

to have a communicative experience, an Overhead or even a Shoulder placement could suffice,

as the viewer can then clearly see non-verbal social cues such as upper body gestures or facial

features.

Limitations and Future Work

While we believe our virtual environment consisted of a good number of stimuli via the paint-

ings and sculptures, the carpets were not too interesting, and the counterfeits were easy to spot.

While carpets make sense for a museum environment, more complex stimuli such as sidewalk

chalk art could be better suited for an inspection task, and therefore may have revealed a difference

in preference between Overhead and Pocket. We are confident, however, with our results being

representative for environments with much stimuli that is “eye-level.” We also acknowledge that

our virtual environment may be perceived differently than a “real-life” setup. In the future, we plan

on taking learned outcomes from this study and applying them to a variety of real-world scenarios.

For instance, 360◦ videos are commonly employed for action sports such as skiing and skateboard-

ing, but our test case was a milder indoor exploration task. While our results cannot generalize

to all types of telepresence interaction, we plan on using the lessons learned here and analyzing

the effects of different walking gaits, speeds, and levels of activity, as well as analyzing how these

qualities are perceived by participants. Further, while our users found the Shoulder placement

negative here, it may be a good placement when the streamer is a friend or family member, so the

viewer could see their face. Our study did not contain an aspect of verbal communication, but we

plan on taking the current findings and applying them to a real-world task, e.g. a dyadic explo-

ration of a remote environment between friends. We also plan on studying different environments

and scenarios in which streamers have begun to explore, to analyze how viewers perceive varying
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levels of action.

Conclusion

Telepresence is the culmination of recent technological breakthroughs that we expect to become

commonplace in the near future. Our novel investigation contributed a study that revealed how

users of similar systems perceive various body-worn 360◦ camera placements, and we found that

there are both positive and negative qualities which can be adjusted for optimal usage. We recom-

mend, if possible, that shorter streamers use an Overhead camera placement, and taller streamers

use a Pocket-esque placement, to comfortably accommodate their audience. Our results indicate

that this kind of interaction can be used between people of varying heights, in a variety of different

cultures, communities, and environments. It is our hope that our investigation will lead streamers

onto a path which will provide the best possible experience for their viewers.

This study demonstrated that Viewers do have a preference for where a camera should be situated

on a Streamer’s body — a place that offers as much exploration opportunity as possible. However,

different placements convey different senses of story, so the context in which interpersonal telep-

resence is being applied needs to be considered. Lastly, we found that users had a difficult time

estimating the height of the camera, and we wanted to investigate this further. As such, we con-

tinued our investigation by exploring the effects of individual differences — specifically, variance

in human physiology — on the viewing experience. Therefore, in the next chapter, we discuss

this follow-up study which we conducted to help understand what users prefer in terms of camera

height.
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CHAPTER 5: THE EFFECTS OF GENDER AND THE PRESENCE OF

THIRD-PARTY HUMANS ON TELEPRESENCE CAMERA HEIGHT
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In the previous chapter, we demonstrated how a viewer would want the streamer to wear a camera

on their body in a way that would grant maximal exploration of the environment. The viewing

experience is thus directly affected by a simple design decision such as where on the body the

camera should be worn. However, what we were unable to identify is the potential limits of camera

height — for instance, if the height is too tall or too short, that might result in the view feeling

unnatural. Further, we found that participants were unable to fully understand the height of the

camera, as has been shown with the problem of VR distance underestimation. As such, this chapter

describes a user study in which we ask participants to directly set the height of a camera. Knowing

how tall or short a camera could be situated helps identify, in part, how individual differences of

human physiology can affect the viewing experience. This knowledge is integral to interpersonal

telepresence, because it would indicate who could be a streamer, for any given viewer. Therefore,

in this chapter, we discuss a technological investigation that lets users directly manipulate camera

height — in line with the theme of autonomy — to help understand how individual differences

interact with human values.

This chapter is divided into four major sections: Introduction, Methods, Results, and Discussion.
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We first describe the problem space in the Introduction. Second, we discuss our approach towards

tackling the problem by conducting a user study, with design decisions informed by the previous

chapter and prior literature, in the Methods section. Third, we describe the results of our user study,

including descriptive statistics, hypothesis testing, and an in-depth analysis of user responses, in

the Results section. Lastly, we provide design recommendations and implications for future work

in the Discussion section.

Introduction

Immersive Virtual Reality (VR) is making a resurgence with the release of more affordable, consumer-

grade hardware such as the HTC Vive head-mounted display (HMD); the advent of 360◦ / panoramic

cameras such as the Ricoh Theta V; and the ease of access to content hosting platforms such as

YouTube. With these tools, even novice users are able to create immersive content and share these

experiences with others. For instance, there is a recent trend in which people (or “streamers”)

wear cameras on their body, and live-stream their environment while walking around their phys-

ical surroundings. This setup allows a viewer to receive an immersive tour of any given remote

location that has a streamer within it. As such, this interaction is a form of telepresence, which is

the ability to perceive and/or interact with a remote environment, as if being there [159]. This kind

of telepresence has been applied for activities such as shopping [27], running [9], and sightseeing

[25], among others.

A primary objective of immersive VR and telepresence is to make the experience as natural as

possible, as if the viewer was actually present in the remote or virtual environment. One factor

that can greatly influence the users’ experience is the point-of-view in which the viewer interacts;

depending on how tall the streamer is, the view may or may not be optimal for their audience.

It is thus increasingly important to understand what factors contribute to an enjoyable experience
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for all. As such, researchers have studied optimal camera placement on the body (e.g., overhead,

shoulder, or chest) [195], and have found that those which have the most unoccluded view (e.g.

overhead rather than on the shoulder) accommodate the most opportunity for exploration, and are

thus preferred most.

Meanwhile, others have studied the effect of third-party avatars on distance perception within a

given virtual environment (VE). Some have found that these avatars do not have an effect [11, 191],

but Langbehn et al. revealed that they help to provide a sense of scale within a VE [129]. Given

the importance of camera height, camera placement, and the presence of human avatars within a

virtual environment, we aim to understand how these factors influence one another. Additionally,

we are interested in how individual differences, such as a users’ height and gender, play a role in

their optimal camera height preference. Previous efforts suggest that camera height is relatively

arbitrary, and that the optimal height for all users is approximately 150cm [113, 216]. Building

upon these previous works, in this study we allow users to manually set the camera height in

various conditions. We ask the following research questions:

• RQ1: What factors (camera placement and avatar presence) are important for determining

optimal camera height based on user preference?

• RQ2: What individual differences (gender, user height) play a role in determining user

preference of camera height?

• RQ3: What is the acceptable range (shortest, preferred, tallest) of user-selected camera

heights based on the factors and individual differences above?

To answer these research questions, we conducted a 2x2 mixed-design experiment with 93 partici-

pants, with a within-subjects factor of Camera Placement, and a between-subjects factor of Avatar

Presence. While viewing an immersive VE that simulated a body-worn 360◦ camera, participants
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were asked to manually set the height of the camera according to what they felt was most nat-

ural to them. Additionally, we asked them to identify their shortest and tallest preferred camera

heights. Results show that Camera Placement was not a significant factor that influenced height

preference, but human avatar presence was significant; when avatars were present, participants

preferred taller camera heights. The average camera height preference for men when avatars were

present was around 160cm; but, women preferred a shorter height — approximately 140cm. When

avatars were not present, average camera height preference was approximately 145cm and 120cm,

respectively. Actual user height was not found to play a role in height preferences. Lastly, the

average thresholds for acceptable height were approximately +/- 40cm from a user’s natural height

selections. Our work contributes a user-centric approach to understanding camera height prefer-

ences within an immersive VE, with a call to consider individual differences instead of choosing a

“one-size-fits-all” solution. Our main contributions include the following:

• Our work is the first to examine user preference of camera height relative to camera place-

ment and the presence of avatars.

• We found that the virtual context (presence of human avatars), rather than the physical place-

ment of the camera on the host, had a significant influence on users’ preferred camera height.

• We also highlight the importance of taking into account individual differences, specifically

gender, when customizing virtual telepresence user experiences to meet users’ needs.

Methods

Previous research efforts have shown how various factors impact user experience, including camera

placement, and the presence of human avatars [11, 129, 138]. We based our study on these factors

and applied a user-centric approach by letting participants identify their own preferred camera
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height. On demand, our participants could increase or decrease the height of the camera in a

simulated telepresence experience.

Study Design

We conducted a 2x2 mixed-design experiment with independent variables (IVs) of Camera Place-

ment and Avatar Presence. The Camera Placement variable was a within-subjects factor and had

2 levels based on the previous chapter — “Overhead,” where the camera is mounted above the

avatar’s head, and “Pocket,” where the camera is mounted on the avatar’s chest. Both were first-

person views, i.e. the user could rotate the view by simply moving their head. The Avatar Presence

variable had 2 levels — Present and Absent — and was between-subjects to prevent a learning ef-

fect. In the Avatars Present condition, all third-party human avatars were visible. In the Absent

condition, they were invisible, with the exception of the streamer. We used this variable because

we anticipated participants making height judgment calls using human avatars as a frame of ref-

erence, as per Langbehn et al. [129]. We randomly assigned participants to their corresponding

group and condition order, in a counter-balanced design. Our study received IRB approval.

Using Virtual Reality to Simulate Immersive Telepresence

Our study is comparable to those of Keskinen et al. [113] and Rothe et al. [216], who used real

360◦ footage from different heights (approximately 10cm steps) from a tripod-mounted camera.

Their research was related to static 360◦ video, and thus they used real, prerecorded footage. Our

research interests focus on mobile telepresence, and here we simulate a live-streamed 360◦ camera

using a VE, due to the many external and possibly confounding factors which can hinder our

measurements.
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First, as we are interested in telepresence, we must consider how the camera is worn by a moving

person instead of static on a tripod. With a single actor, it is nigh impossible to maintain a constant

walking gait for a number of video clips (i.e., people have different walking motions [219], which

could confound a study). Second, we must also consider the height of the streamer. In order to

preserve camera placement while manipulating height, we would need to enlist multiple actors of

incremental height, which confounds visual identity of the streamer in addition to exacerbating the

walking gait problem. We considered alternatives to help alleviate this issue — one idea was the

development of an actuated, mobile platform on which the same person could stand (thus changing

their height while preserving visual identity); another was shrouding actors with a sheet, to hide

their faces and bodies. Both of these do not completely solve the above issues, and perhaps worse

still, depart from any semblance of telepresence. We thus decided to simulate a 360◦ camera in a

VR setting, allowing us to reasonably overcome these aforementioned problems.

We acknowledge that users are generally less adept at estimating distances while wearing a VR

HMD, and we suspect that this phenomenon will translate to immersive telepresence experiences.

We thus recall these previous findings and, as appropriate, eliminate them as variables in our

study. We use a high-resolution HMD (HTC Vive) and change IPD as needed per participant; and,

as a self-avatar is similar to a telepresence streamer, we keep one visible at all times. We also

manipulate third-party avatar presence as an independent variable to help understand how camera

height preferences shift with varying social environments. Since various contexts can have an

effect on optimal camera heights for telepresence, it is pertinent to understand the influence third

party members have on an experience.
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Apparatus

We used a “Showroom Environment” found on the Unity Asset Store [228] as a template to build

our VE. The showroom comes with hangars for paintings and low pedestals for sculptures. Sight-

seeing tours (real or virtual) are common VR experiences [150, 243], so we used the environment

to build a fictitious one. See Figure 4.3 for an illustration of the environment.

On the hangars, we placed life-size images of famous paintings, such as Mona Lisa, The Starry

Night, and The Kiss, finding a mixture of small, medium, and large paintings. The center of

each painting was at a height of 177cm measured from the floor. In total we used 15 famous

paintings. On the pedestals, we placed a variety of everyday objects which we believed would

provide familiarity and thus a frame of reference for size. For instance, we added a can of Pepsi,

a soccer ball, and a Mac computer. The pedestals were each approximately 69cm tall, measured

from the floor, and the sculptures were of varying size. In total, we used 12 sculptures on the

pedestals. On the floor, we laid out ornate rugs to provide more interesting stimuli below eye level,

using various textures found online. In total, there were 6 ornate rugs.

In addition to these stimuli, our environment had two male and two female human avatars. These

avatars did not move except for a simple “breathing” animation. All stimuli were mapped symmet-

rically in the environment. In our environment, a virtual human (the Ethan model from Unity3D

tutorials) provided a social telepresence experience to our users. This simulated streamer walked

the scene at a constant speed, in a box-shaped path around the room. In this way, we were able

to keep navigation constant in our study. If the user looked around, they would be able to see the

streamer’s face and body.

There are numerous 360◦ cameras available for professional and consumer purchase, and we cre-

ated a 6-camera rig in Unity3D. This, combined with the 3D effect afforded by VR, is not unlike the
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Vuze+ stereo 3D camera 1. Further, we applied the following Unity3D post-processing techniques

(to be consistent with the study by Pfeil et al. [195]), resulting in the common visual artifacts seen

when live streaming multi-lens camera feeds:

• Antialiasing (Fast Approximate Anti-Aliasing)

• Ambient Occlusion (Intensity = 1; Radius = 0.3; Sample Count = Medium; Downsampling

Enabled)

• Motion Blur (Shutter Angle = 270; Sample Count = 10; Frame Blending = 0)

• Grain (Intensity = 0.5; Luminance Contribution = 0.8; Size = 0.7; Colored Enabled)

We used the 2017.3.0f3 version of Unity3D to display our VE. It was displayed using a VR-ready

laptop with Windows 10, Intel core i7-7700HQ at 2.8GHz, with 12GB of RAM, with an Nvidia

GeForce GTX 1060. The HTC Vive was used for our study, and the users were given an HTC Vive

controller to provide inputs as appropriate.

Procedure

Recruited participants were seated inside of the HTC Vive play area. We collected demographics

and explained the purpose of the study. We noted the height of the participant and subtracted the

difference between their eyes and the top of their head (approx. 15cm) to record their Eye Height.

Following, we explained that their objective was to manipulate the height until it felt the most

natural to them, and to identify how tall and how short the camera could go, before it negatively

affected their experience.

1https://vuze.camera/camera/vuze-plus-camera
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We randomized and logged the initial camera height; the HTC Vive play area was minimized

such that participants’ head motions (aside from rotation) would not cause a change in camera

placement. Thus, user height did not cause a change in display. Using the random initial height,

we correspondingly scaled the virtual streamer, such that the camera remained in the same place

on its body during the study. For purposes of our study, we assumed camera stabilization; i.e., the

streamer’s walking gait had no effect on the camera, except for when the avatar turned a corner.

Inside the VE, the streamer walked around the museum one full rotation before we asked any

questions, to let users familiarize themselves with the environment. After the streamer completed

the round, we gave the participant an HTC Vive controller. By clicking on the top or bottom of

the thumb pad, they could increase or decrease the camera height by 2.54cm (1 inch), respectively.

The virtual streamer scaled with the camera, so to be visually consistent. When the user increased

the camera height, the streamer became taller. When the user decreased the height, the streamer

became shorter. The streamer continued walking in the museum at a constant speed, regardless of

scale.

We then asked the user to adjust the camera until it arrives at the most natural height for them; we

logged this value. Next, we asked them to slowly increase the camera height until the view started

to become too tall; we logged this value. We then manually reset the camera height to the value

corresponding to the “most natural” height, and then asked the participant to slowly lower the view

until it started to become too short; we logged this value. After collecting the data, we reset the

environment and toggled the Camera Placement to the next condition, repeating these steps. The

time to complete the study was approximately 15 minutes, and participants were given 5 USD in

cash.
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Research Hypotheses

There are a number of factors which can play a role in determining a user’s preferred camera

height. In the previous chapter, we discussed that different camera placements on a streamer’s

body affect user perception of height; multiple researchers found that third-party avatars help to

provide a sense of scale [129, 207] in a VE; and, expectedly, camera height preferences should

scale with a user’s actual height. As such, we hypothesized the following:

• H1: Participants will prefer significantly lower camera heights when the camera is placed

overhead.

• H2: Participants will prefer significantly lower camera heights when avatars are not present.

• H3: A participants height will be significantly associated with their preferred camera height.

• H4: Females will prefer a significantly lower camera height than males.

Dependent Variables and Data Analysis Approach

As noted in our procedure, we collected data points from each user per condition. These data

points were how tall the camera was in the environment, in centimeters. Per condition, we mea-

sured the user’s height selections for Natural, Tallest, and Shortest. We used a Shapiro-Wilks test

of normality to determine if our dependent variables were normally distributed, and they were

(Natural: p = .099; Tallest: p = .186; Shortest: p = .139). To address our research hypotheses,

we conducted an analysis of covariance (ANCOVA), with Camera Placement and Avatar Presence

as fixed factors, and participant height and gender as covariates. Additionally, we use descriptive

statistics in order to detail the acceptable range of camera heights.
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Subjects

We recruited 97 college students from the University of Central Florida using an email blast, but

we identified 4 who gave us outlier data points (values outside of three standard deviations); we

removed them. Our resulting participant pool consisted of 63 males and 30 females. Their age

range was from 18 to 44 (M = 22.2; SD = 4.17). We measured participant height; the range was

135cm to 180cm (M = 159cm; SD = 10.7cm), following a normal distribution; see Figure 5.1 for

an illustration of participant height. All participants had normal vision, or they wore corrective

lenses during the study. On a 5pt scale (1 = Never, 5 = Very Frequent), the mean VR experience

among our users was 2.1 (SD = 1.3).

Figure 5.1: Histogram of participant height, by Gender.
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Table 5.1: Descriptive Statistics of Preferred Camera Height (cm) by Camera Placement, Avatar
Presence, and Gender

Camera Placement Avatar Presence Gender Preferred Camera Height

Pocket Absent M M = 142.7, SD = 30.23
F M = 118.2, SD = 32.26

Present M M = 161.0, SD = 17.91
F M = 140.7, SD = 24.41

Overhead Absent M M = 147.9, SD = 29.82
F M = 117.5, SD = 28.72

Present M M = 166.1, SD = 20.49
F M = 147.0, SD = 20.02

Results

In this section, we first present the descriptive characteristics of our data, followed by hypothesis

testing using a repeated-measures ANCOVA.

Descriptive Statistics

Tables 5.1 and 5.2 describe the mean heights and standard deviations for our DVs. On average,

when human avatars were absent, participants set the height of the camera closer to the floor.

Further, the participant responses for preferred camera height has far less variance when avatars

were present in the scene; see Figure 5.2. Additionally and expectedly, men set the camera heights

taller than women. Further, our participants mainly set the camera only slightly higher in the

Overhead conditions.
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Table 5.2: Descriptive Statistics of Preferred Camera Height (cm) by Camera Placement and Gen-
der, and Avatar Presence and Gender

Camera Placement Gender Preferred Camera Height

Pocket M M = 145.1, SD = 29.30
F M = 129.5, SD = 30.35

Overhead M M = 157.8, SD = 26.63
F M = 132.2, SD = 28.58

Avatar Presence Gender Preferred Camera Height

Absent M M = 145.3, SD = 29.88
F M = 117.9, SD = 30.02

Present M M = 163.6, SD = 19.27
F M = 143.8, SD = 22.17

Hypothesis Testing Results (RQ1 & RQ2)

We performed hypothesis testing using a repeated measures ANCOVA; Table 5.3 summarizes our

statistical findings. Camera Placement was a within-subjects variable, and Avatar Presence was a

between-subjects variable. Participants’ gender and eye height were treated as covariates.

To test H1, which was that participants would compensate for seeing a streamer under them in the

Overhead condition, we tested the main effect of Camera Placement. We did not find a significant

main effect of Camera Placement (F (1, 89) = 0.541, p = .464, η2p = .006), which means that

users’ preference of camera height did not vary based on the camera being placed overhead or on

the streamer’s chest.

To test H2, which was that third-party avatars would provide a sense of scale and thus lead to users

selecting a camera height closer to their own height, we tested the main effect of Avatar Presence.

We found a significant main effect (F (1, 89) = 18.12, p < .001, η2p = .169), such that the absence

of avatars lead to users setting the camera height lower to the ground. This also indicates that the
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Table 5.3: Results from a Repeated Measures ANCOVA regarding effects of Camera Placement
(CP), Avatar Presence (AP), User Gender (UG), and User Height (UH) on Natural Height Prefer-
ence

Effect on Natural Height ANCOVA Result

Main Effects

CP F (1, 89) = 0.541, p = .464, η2p = .006
AP F (1, 89) = 18.12, p < .001, η2p = .169
UG F (1, 89) = 12.48, p < .001, η2p = .123
UH F (1, 89) = 0.331, p = .567, η2p = .004

Interaction Effects

CP * AP F (1, 89) = 0.269, p = .606, η2p = .003
CP * UH F (1, 89) = 0.391, p = .533, η2p = .004
CP * UG F (1, 89) = 0.664, p = .417, η2p = .007

presence of avatars helps users to select heights closer to their own.

To test H3, which was that participants would prefer a camera height that is closer to their own,

we tested the main effect of User Height. We did not find a significant main effect (F (1, 89) =

0.331, p = .567, η2p = .004), which indicates that a user’s height did not directly influence their

camera height selections.

To test H4, which was that females would prefer a lower camera height than males, we tested the

main effect of Gender. We found a significant main effect (F (1, 89) = 0.331, p = .567, η2p = .004),

such that women did select lower camera heights than men.

We did not find any significant interactions among our variables.
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Figure 5.2: Scatterplots of user preferred camera height to actual eye height, by Gender. Top:
Avatars Absent conditions. Bottom: Avatars Present Condition. Blue lines illustrates 1:1 ratio. In
the presence of avatars, our participants clustered their responses closer towards their actual height
than when avatars were absent.
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Figure 5.3: Average range of acceptable camera heights, by avatar presence and user gender. There
is a very wide buffer surrounding the average camera height preferences which still affords an
acceptable view. Black bars represent 1 σ.

Analysis of Height Preference Thresholds (RQ3)

To address our RQ3, we analyzed the responses given by our participants for their Tallest and

Shortest heights. This assists us in determining the average range of acceptable camera heights;

see Figure 5.3 for illustration. When avatars were absent, the average Tallest height thresholds

were 167.9cm for females (SD = 47.6cm), and 188.4cm for males (SD = 44.9cm), and the average

Shortest height thresholds were 77.5cm (SD = 35.8cm) and 100.2cm (SD = 30.7cm), respectively.

This results in an average range of acceptable heights that is approximately 90cm wide for both

men and women.

When avatars were present in the scene, the average Tallest height thresholds were 184.1cm for

females (SD = 27.1cm), and 197.9cm for males (SD = 35.8cm), and the average Shortest height
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thresholds were 114.1cm (SD = 23.7cm) and 122.4cm (SD = 25.1cm), respectively. This results in

an average range of acceptable heights that is approximately 72cm wide for both men and women.

Both of these results indicate that the acceptable range of camera heights is very wide. These ranges

completely encompass average human height in the United States minus 3 standard deviations

[57]; but, only in the Avatars Present conditions do we find the range to encompass average human

height plus 2 standard deviations. This means that any given viewer should have an agreeable user

experience, if the streamer wears the camera at their eye level or below.

Discussion

Our results offer various insights into optimizing camera height for user experiences. In this sec-

tion, we describe our recommendations for telepresence designers, which include considerations

for individual differences and various social environments.

Contextual Cues within the Environment Matter More Than Camera Placement

Our results indicate that avatars in view of the camera provide a significant frame of reference,

strongly affecting a user’s preferred camera height selection (H2). It is important to consider

the social environment when conducting an immersive experience. If it is known to have people

walking around (e.g. a popular art museum, concert, or sports venue), it becomes more appropriate

to set the camera height closer to the viewer’s natural height. In a socially empty scene (e.g. nature

trail), camera height becomes more arbitrary. Additionally, our study uses a novel approach in

the light of VR distance underestimation, and though our task was unique compared to previous

efforts, our results corroborate with prior findings that avatars indeed provide a strong frame of

reference [129, 207].
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We also found that bodily camera placement on a streamer is not a significant factor that influ-

ences user height selections. This contradicts prior work in which an Overhead camera placement

influenced participants to believe the camera was taller than it actually was [195]. Our intuition

tells us that this finding stems from a difference of study procedure. In the previous study by Pfeil

et al., participants were shown three unique camera heights (users’ natural height and +/- 30cm)

from the perspective of three bodily placements [195]; in our study, participants had the ability to

change height at will, at 2.54cm increments. By allowing participants to explore heights in-depth,

we expect that our study elicited more accurate personal preferences.

Gender Differences Matter

Although we anticipated our user-centered procedure to draw out user height as a significant fac-

tor (H3), our results corroborate with previous literature in that it is not [113]. However, we did

find that user gender is a significant factor to consider when developing an immersive experience.

Expectedly, men chose heights approximately 20cm taller than women prefer (H4), and while this

is a seemingly obvious finding (as height is correlated with gender), to our knowledge, no recom-

mendations in prior literature for optimizing camera height have considered this gender difference.

Our results show that this it is an important consideration. In both academic literature and on-

line articles pertaining to 360◦ film, it is currently suggested to set the camera at a static height

[113, 130, 200, 216], but our findings indicate females would want a different view compared to

males, to provide a more natural feeling. As such, we recommend immersive experience designers

to consider this difference, to provide optimal user experiences for all, instead of a one-size-fits-all

approach.

In our study and in previous studies ([113, 216]), the majority of participants were men. As we have

found the statistical importance gender has on camera height preference, an implication for future
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work is to design for both sub-populations and thus sample as equally as possible. In addition, we

need to consider other individual differences not identified by our work. As immersive telepresence

is projected to be used by a wide variety of people, it is important to understand how different

populations will have different camera height preferences.

Identifying Appropriate Telepresence Streamers

Our study points to a large buffer of acceptable camera heights for telepresence. This means that

for any given user viewing a camera feed in VR, there is a wide range of acceptable streamers who

can provide a positive viewing experience; and, since camera placement does not seem to influ-

ence preferred view height, a given streamer can adjust a body-worn camera as needed, without

worrying about negatively affecting the view quality. The main consideration, then, is the abil-

ity to freely explore the environment unoccluded. In general telepresence use, we are confident

that average human height will not detract from the experience. However, we acknowledge that

there are prominent use cases in which the streamers will push past these thresholds. For instance,

the National Basketball Association (NBA) has been ramping up court-side live-streaming for VR

[177], and we expect that in the future, we will see players wear cameras to provide first-person

viewpoints of a game. Since the average player height in the 2018-2019 season was over 200cm

[208], which is outside the “acceptable” range of camera heights, we suspect a drop-off in terms of

user experience. More work is needed to help understand how people react to large gaps in height

between viewer and streamer.

Limitations and Future Work

We would like to acknowledge the limitations of our work that can inform future research. First,

our study merged related work in immersive body-worn telepresence within a virtual reality con-
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text. Therefore, our findings inform researchers and designers on understanding users’ camera

height preference in the context of a simulated virtual environment. However, while this work

might inform future work on interpersonal immersive telepresence, we cannot verify the general-

ization of our findings to the real world. As such, an area of future inquiry would be to replicate

this study in a real context, instead of a virtual environment, to see if our results withstand.

Additionally, within the VR perception community, distance estimation tasks are usually con-

structed through blind-walking, bean-bag tossing, or verbal judgment calls [110, 166, 191, 207].

We are more interested in general scenarios moving towards immersive telepresence, and here

offer a more user-centric measurement. However, our study did not include a measure for user

satisfaction. Rather, we used self-selected camera height as a proxy for their personal preference.

In our future studies, we would like to incorporate both user-selected choice and measures of user

satisfaction to better compare our results to the previous findings of Keskinen et al. [113].

Conclusion

Previous research on setting camera height in 360◦ film and immersive VR tried to find “one-size-

fits-all” values, but we have shown that different heights are warranted for the different genders,

particularly because of the natural height difference between men and women. Additionally, these

target heights change depending on the presence or absence of third-party humans in the envi-

ronment, from both a VR and telepresence point of view. To accommodate these differences, a

streamer can naturally adjust the camera by wearing it on different parts of the body, without af-

fecting quality of view in terms of height. Overall, in a social telepresence setup, there seems to be

a wide buffer of acceptable camera heights when worn on a streamer’s body. Therefore, we do not

anticipate a loss of quality should the streamer and viewer be of differing heights.

116



Our study contributes knowledge to various communities. First, we find that the presence of human

avatars in a virtual environment does influence the selection of preferred camera height. In the VR

community, this knowledge can help designers overcome the distance underestimation problem,

when their goal is to create environments that allow users to feel like they are “actually there.” For

the telepresence community, this indicates that varying social landscapes influence users to desire

a camera height closer to their own eye-height. However, our analysis also indicates that, while

preferences do exist, the acceptable range of heights is vast. Therefore, telepresence designers

should strive to keep their camera height in the range of average human height, but should not

encounter issue if the camera deviates from a user’s eye height.

In the previous two chapters, we demonstrate how proper body-worn camera placement affects

the quality of view, and that streamer height is not expected to play a significant role in viewing

experience; however, we do find that preferred camera height differs between men and women.

As such, individual differences must be accounted for in the design of interpersonal telepresence

experiences. We are confident that future designs can meet the needs of the viewer, but the question

of self-consciousness still remains. We thus now shift our attention to the Streamer’s needs, a

necessity per our literature review. Towards this end, we describe in the next chapter work towards

identifying human values that should be embedded in future prototypes to support this stakeholder.

Whereas much of the literature in this space presents new devices and provides an evaluation, we

give users a voice early in the design process by conducting a co-design study. In this way, we can

better identify capabilities to support what is actually desired.
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CHAPTER 6: CO-DESIGNING FOR INTERPERSONAL

TELEPRESENCE: NEGOTIATING THE VALUE-TENSIONS BETWEEN

VIEWERS AND STREAMERS

To begin our work towards better telepresence experiences for Streamers, we conducted a study

that used a series of co-design sessions with diverse groups of individuals. The purpose of this

chapter is to describe this study, in which we identify human values that should be embedded in

a future telepresence setup; and, whereas much of the work in this space describes technology

probes, we instead conduct an empirical investigation per the VSD framework, where we give

more power to end-users by garnering their feedback early in the design process (see Figure 6.1).

This chapter describes the methods we used to conduct these co-design sessions, which were held

during COVID-19 lockdown. At the time of work, it was not feasible to conduct these sessions in-

Figure 6.1: In this chapter, we perform an empirical investigation in which we identify human
values that should be embedded into future interpersonal telepresence designs.
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person, so we utilized a virtual “paper dolls” technique on an online collaboration platform. The

items found in the study’s materials represent technologies that were described in our literature

review (Chapter 3). This chapter is divided into major sections — first, we ground the work with a

brief introduction; then, we discuss the methods used to perform our co-design sessions; following,

we describe our results; and lastly, we provide a discussion and implications for future work.

Introduction

As shown in Chapter 3, many of the prototypes used to facilitate interpersonal telepresence are

typically designed without end-user input. The resulting devices tend to be created without spe-

cific consideration for the Streamer, and instead only showcase advanced capabilities that benefit

the Viewer. A disconcerting finding among relevant studies is that the Streamers sometimes feel

socially awkward using the developed devices [202, 205], which indicates a specific need to focus

efforts on designing a prototype that would be socially acceptable. Another potential pitfall of

creating new prototypes without incorporating user input in the design process is that many capa-

bilities may not even be desirable; and as we identified, many studies in this area only describe

laboratory experiments, and do not deploy their solutions for field studies using real stakeholders.

As such, there is a specific need to capture and incorporate stakeholder feedback, to direct fu-

ture development of interpersonal telepresence prototypes. In this chapter, we therefore ask the

following research questions:

1. RQ1: What stakeholder (Streamers and Viewers) values should be embedded within an

interpersonal telepresence system?

2. RQ2: What features should be included in an interpersonal telepresence system to embed

these values?
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3. RQ3: How can we resolve the value tensions between Streamers and Viewers to translate

these values into a real-world system that optimizes both users’ experiences?

To answer these research questions, we conducted a participatory design (PD) study in which we

ask a diverse group of individuals to work together and identify the features that should be incor-

porated into a desirable prototype, using a “Bag of Stuff” technique [51]. Our participants were

split into two groups — one was asked to design a system from a Streamer’s point of view, and the

other was the same, but from a Viewer’s point of view. After completing a design activity, our par-

ticipants then merged to create a design that incorporated feedback from both groups — a balanced

prototype. Overall, we found that our stakeholders, though prompted to take a greedy approach

during the design sessions, made considerable effort to ensure that the other party would still be

satisfied. The Streamer groups wanted to ensure a positive viewing experience, and the Viewer

groups generally wanted to account for the streamer’s social well-being. Though the selected de-

vices were fairly different between the groups, we did note that the reasoning behind their choices

had significant overlap. Through this research, we make the following unique contributions:

1. A user-centered co-design study that allowed stakeholders to make direct design decisions

for interpersonal telepresence

2. Identification of the values that drive expectations for new prototypes in the interpersonal

telepresence space

3. Interpersonal telepresence design recommendations that embed user-centered stakeholder

values which future prototypes can reference.

In the following sections, we describe our study procedure and data analysis approach. We follow

with the results of our study, including codebooks that captured emergent themes from participant
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feedback, followed by a discussion that includes design considerations for interpersonal telepres-

ence.

Methods

Previous work on interpersonal telepresence systems shows that the design of these systems priori-

tize the Viewer’s needs over the Streamer’s user experience. Therefore, we wanted to help identify

how to achieve a balance of power that favored both of these primary stakeholders. Prior work

in this space mainly queried participants to evaluate specific prototypes, and as such, there is a

lack of work that applied a user-centric lens to develop these prototypes. We thus devised a co-

design study that would allow potential stakeholders to have a voice in the system design process,

by utilizing the VSD framework to guide our work. In the following sections, we discuss the co-

design activities that were aimed at identifying features that should be included in a telepresence

prototype, and the values that influenced the inclusion of these features.

Co-Design Session Overview

We conducted 5 co-design sessions with 26 participants to design interpersonal telepresence sys-

tem prototypes. Due to the ongoing COVID-19 pandemic, we chose to hold our sessions online,

through a private Zoom1 web-conferencing call. Before recruiting participants, we received In-

stitutional Review Board (IRB) approval to conduct our study. Since the study was conducted

online, the IRB required consent to be obtained electronically prior to the study sessions. Each

of session followed the same agenda — first, researchers and participants introduced themselves

and verified that their microphones worked properly. Sharing video was not required. Then, four

1https://zoom.us
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design activities were conducted in the following order: 1.) Brainstorming Design Scenarios, 2.)

Designing an Initial Prototype, 3.) Presenting Big Ideas and Design Critiques, and 4.) Designing

a Balanced Prototype. After the final activity was completed, participants were instructed to fill

out a final online survey. The survey allowed participants to provide further insight into their de-

sign decisions, identify strengths and weaknesses of the final prototype, add any design changes

they would make on a personal level, and state anything they were not comfortable sharing with

the group. Participants were issued a $20 Amazon gift card as compensation for participating in

the co-design session. All activities were audio and video recorded for analysis. In the following

sections, we describe each of the activities in detail.

Activity 1: Brainstorming Scenarios

First, the lead researcher described the purpose of the study and introduced the concept of inter-

personal telepresence. Then each participant was asked to share a recent live-streaming experience

in an ice-breaker activity. They were given two prompts:

• Think about the last time you watched an “in-real-life” mobile live-stream. What was the

scenario?

• Think about an activity you would like to watch in an “in-real life” mobile live-stream. What

is it?

Participants were encouraged to verbally share as much information as they wanted, and the lead

researcher followed up with various questions as necessary, to dig deeper into the participants’

disposition to their experiences. This activity was performed to help participants feel more com-

fortable sharing their thoughts in the sessions, and to set the stage for the remainder of the session.
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Table 6.1: Design prompts issued to our participants. The scenario was constant, but each group
was asked to greedily design from either the Streamer or Viewer perspective.

Viewers Streamers

You and a friend wanted to go to Disney
Springs together. Disney Springs is a Disney-
themed entertainment, dining, and shopping
area in Orlando, Florida. However, due to
a health concern, you need to stay at home.
So, your friend is putting together a new live-
streaming prototype that will let you feel like
you are actually there. They want to design
it in a way that will let you have the best
possible viewing experience. Our job is to
design this prototype.

You and a friend wanted to go to Disney
Springs together. Disney Springs is a Disney-
themed entertainment, dining, and shopping
area in Orlando, Florida. However, due to
a health concern, you need to stay at home.
So, your friend is putting together a new live-
streaming prototype that will let you feel like
you are actually there. However, they tend
to feel self-conscious in public. They want
to design the prototype in a way that will
let them feel most comfortable when using
it. Our job is to design this prototype.

Activity 2: Initial Prototype Design

Participants were split into two pseudo-random groups; these groups were balanced by gender and

experience level with live streaming technology. Each group was given their own private breakout

room and asked to design a prototype for a given scenario. One group was tasked with greedily

designing a Streamer’s live-streaming prototype, but from the Viewer’s perspective; the other group

was tasked with greedily designing the same prototype, but from the Streamer’s perspective. See

Table 6.1 for exact design prompt verbiage.

We used these prompts because Disney Springs is a popular tourist destination that our participants

would know, and we wanted to choose an experience that would warrant virtually bringing along a

loved one who was unable to physically attend. We specifically chose the design prompt language

because we wanted to explicitly understand how participants would tackle the problem of user

self-consciousness, which has been documented in many related field studies [115, 198, 202, 205].
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To design their prototypes, participants were given access to a slide package hosted on Google

Drive2, so that they could work on the same design synchronously. Each group had access to a

unique file. The slide package contained 4 slides. The first slide had a blank mannequin in the

middle, and the 3 subsequent slides depicted various live-streaming technologies, based on a col-

lection of prior literature (See Appendix C for full list). Each technology had a picture representing

it, a caption that described it, and a link to an example picture. We selected these items because

they have been represented by academic works in this area, or because they are commonly used

in live-streaming setups — our goal was to provide the participants with a comprehensive list of

technologies representative of both academic and consumer-grade devices. This collection of tech-

nologies is akin to a “Bag-of-Stuff”, which is a commonly-used co-design technique that allows

users to visually design a prototype using arts and crafts [51]. Participants were able to copy/paste

items from this list of technology onto the blank mannequin, but they were also informed that they

could find their own images from the internet, draw with primitive shapes, or simply describe an

item with text. Each group had 25 minutes to work together to build their prototype, discuss their

ideas, and describe why they selected or rejected items.

Activity 3: Big Ideas and Design Critiques

Once time was up, both groups came back together to present their designs. The first group to

present was randomized. Each group presented their ideas along with their justification of why

items were chosen. The lead researcher also asked clarifying questions related to the planned

capabilities exhibited in the design. After a group finished presenting, the other group was asked

to identify strengths and weaknesses for the given design; after, the two groups swapped roles.

This activity lasted approximately 25 minutes.

2https://www.google.com/intl/en/drive/
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Activity 4: Designing a Balanced Prototype

Finally, participants were asked to consider the strengths and weaknesses that were identified in

Activity 3 to design a final, balanced prototype. This activity resembled the design technique

“Mixing Ideas” in which participants share in large groups their respective inputs [264]. The

lead researcher assembled the design in a new template. Participants were encouraged to discuss

rationale for selected items, to reach a consensus in the event of conflict, and to work together to

find appropriate compromises. This activity lasted for approximately 25 minutes.

Participant Demographics

We distributed information about our study through university channels as well as online message

boards in Orlando, Florida. Interested individuals were asked to fill out an online form to ensure

eligibility and indicate which sessions they would be available to join. Participants were required

to be 18 years old or older, speak English, have a computer with Zoom capabilities, and a stable

internet connection. We asked participants to provide their age, gender, and to self-report, using a

5-point Likert scale (1 = No Experience and 5 = Very Experienced), their level of experience with

the following: Videography, Filmmaking, Live Vlogging, Virtual Reality, Augmented Reality,

360◦ Cameras, and DSLR Cameras.

We had a total of 26 individuals participate in our study (P5, P20, and P27 left the session early, but

are still included in the analysis). We had 13 females and 13 males, and participants were between

18 to 32 years old (M = 22.4, SD = 4.11). Table 6.2 provides a summary of our participants.
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Table 6.2: Participant Demographics. We had five unique sessions, and participants were pseudo-
randomly assigned sub-groups for the break-out activities.

Session ID Participant ID Group Age Gender Expertise (of 5)

S1 P1 Streamer 28 F 3.6
S1 P2 Streamer 21 M 1.1
S1 P3 Viewer 20 F 3.6
S1 P4 Viewer 19 M 2.1
S1 P5 Streamer 20 M 3.6
S1 P6 Viewer 22 F 2.1

S2 P7 Viewer 18 M 2.3
S2 P8 Viewer 24 M 3.6
S2 P9 Streamer 26 F 1.1
S2 P10 Streamer 20 F 2.6

S3 P11 Viewer 20 M 2.0
S3 P12 Viewer 20 F 1.1
S3 P13 Streamer 23 F 2.9
S3 P14 Streamer 27 F 2.9
S3 P15 Viewer 31 M 3.3

S4 P16 Streamer 30 M 3.0
S4 P17 Streamer 29 F 1.9
S4 P18 Viewer 19 F 1.4
S4 P19 Viewer 28 M 4.3
S4 P20 Viewer 24 F 2.4
S4 P21 ST 19 M 1.0

S5 P23 Streamer 19 F 2.9
S5 P24 Streamer 20 M 2.3
S5 P25 Viewer 18 M 2.7
S5 P26 Viewer 20 M 3.1
S5 P27 Viewer 18 F 1.7

Data Analysis Approach

We recorded all sessions, which were manually transcribed. The session artifacts (prototypes

from Activities 2 and 4) were saved as digital images. Using participant utterances and digital

126



images, we conducted three different qualitative analyses. First, we conducted a thematic analysis,

using the transcriptions from Activity 2, to understand what values were important to our users

when designing technologies suited for telepresence interaction [56]. We used open coding to log

participants’ explicit and implicit values from their utterances. Then we used axial coding to form

major themes across the participants. The final codebook summarizing our themes and codes is

shown in Table 6.3.

Next, we conducted a feature analysis to understand what technologies should be included in a

mobile telepresence prototype that would support the values identified by our participants. We

used both the digital artifacts from Activity 2 and the transcripts from Activities 2 and 3 for our

analysis. The final codebook summarizing the selected features is shown in Table 6.4.

Lastly, given the nature of our study, we expected to find value tensions and feature conflicts

between the two groups; it is important to understand how to reconcile these conflicts. We thus

conducted a final thematic analysis to identify the negotiated features that were agreed upon by

both groups. Using the dialogue and prototype images from Activity 4, we performed apriori

coding, with the codebook found in Table 6.4 as a guide.

Findings: Identifying Human Values

We begin presenting our findings by reporting the emergent themes and codes from our value-

sensitive thematic analysis. In this section, we present the human values that guided our partici-

pants’ interpersonal telepresence prototype designs. In this section, the unit of analysis is partici-

pant; N = 26.
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Table 6.3: Final Codebook used for our stakeholder Values analysis.

Theme Codes Exemplar Quote

Streamer Experience

Reduce
Burden on
Streamer

Physical
Comfort

“This is comfortable for the person wearing it too, in a way, ’cause
there’s no harnesses on the body, you know, it’s just one camera on the
ear.” - P9, Streamer

Minimalist
Design

“I also think that in terms of how many devices the person has, like,
maybe minimize that so the person can enjoy some kind of experience
as well.” - P20, Viewer

Personalization
“If the viewer wants, it’s just a preference... Should have both options.
Like you have that option, if you are using the VR, or you can just
control like hand, and move it any other place.” - P16, Streamer

Easy
Set-up/Removal

“It would be nice if at like lunch break or something, then when you
take everything off and just like rest, they can put everything in the
backpack... or like if they’re using the restroom, they can just put ev-
erything away quickly, and then put it back on, once they come out” -
P13, Streamer

Cost
“You also have to consider price, and that most people, when they do
a live-streaming thing, they would want to use it with a device they
already have...” - P21, Streamer

Support
Social

Needs of
Streamer

Privacy

“I don’t know if the wearable speakers are going to be too much, but
if they work, he could listen to you pretty clearly, but people around
you will also listen to you clearly, so I don’t know if you want to keep
that privacy aspect just for your friend, or you want to share that to
basically everyone.” - P8, Viewer

Safety

“If you’re walking at [Disney], someone walks in front of you, there’s
a little kid that runs in front of you, like just for safety reasons, for the
streamer and their environment, they should still be mostly tapped in
with where they are physically.” - P26, Viewer

Social
Acceptance

”I think it’s just one of those things where like, if you’re in [Disney],
you’re gonna be out in public, right? So you don’t want to look ridicu-
lous with all the stuff...” - P25, Viewer

Viewer Experience

Allow
Viewer

Freedom to
Explore

Natural Sight
”We don’t want it too low too cuz then you know the person seeing
it - we need a good placement for the camera for them to see.” - P9,
Streamer

Autonomy
“I don’t have to rely on my friend to move...if I wanted to see which is
on the left or on the right or on my backside, I don’t have to ask my
friend to make a turn or look in that direction.” - P19, Viewer
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Theme Codes Exemplar Quote

Physical
Representation

“I was maybe thinking, if there’s like any way to merge maybe the
backpack with some sort of system in which you could have the robot
next to you... cuz I was thinking of doing like an extension to the person
who was not physically there.” - P8, Viewer
Viewer & Streamer Interaction

Support
Together-

ness

Being
Side-by-Side

“You would have the same view as them, but I think it might be better
if you were like, there next to them, as a camera they’re holding, or
something, rather than, uh, the camera being mounted on their head...”
- P12, Viewer

Shared
Experience

“I think we should add that kinda of microphone to speak to the other
people as well, and then the 360 camera, and that kind of thing, so we
have the option. Its kinda we are together there, and then he has some
freedom, but then kinda we cooperate to have experience together.” -
P16, Streamer

Identifying Values for the Streamer’s Experience

We first describe the values participants expressed related to the Streamer’s experience (N = 26),

highlighting areas where concurrences and contentions occurred.

Reducing the Burden on the Streamer

Most of the participants (N = 23; 11 Streamers, 12 Viewers) shared values that would help ensure

no affliction would be caused towards the person physically located in the target environment (i.e.,

the Streamer). These participants focused on making sure the Streamer’s needs were met.

More than half of these participants (N = 18; 10 Streamers, 8 Viewers) were concerned for the

physical comfort of the Streamer. They felt that the Streamer would be doing a lot of walking,

therefore, the equipment would start to get heavy and uncomfortable.

“Having that on you all day could feel like kind of clunky. Always walking around with

it on you, having to take it off when you’re getting on rides or something... but I think
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that [gimbals are] probably too much for just a normal person just walking around.”

P4, Viewer

They wanted the wearable devices to be lightweight so that the Streamer could have an easier time

handling the equipment. They also suggested distributing the placement of the devices so weight

did not pull on one side of the body. Some even suggested including a harness or some sort of back

support to help the Streamer with the weight of the equipment.

“One thing I’d like to see here is a harness that’s attached to the backpack, and maybe

it would give some support to the items that will be attaching to it, because with time

it’s going to get heavy and probably uncomfortable for the person who’s wearing it.”

P8, Viewer

There were even some participants who considered the heat emitted from the electronics. They felt

the devices would be used for long periods of time or would have to be recharged, so that could

make them overheat. The participants thus made sure the Streamer would not place the devices

directly on their body.

“I think another thing to consider, with the battery, is it would get hot, especially as

you’re using the phone while it was being charged... so for that, it’d probably be better

to put it inside the [backpack] instead of on your shirt.” P2, Streamer

Seventeen participants (9 Streamers, 8 Viewers) noted that the easy set-up/removal of the prototype

was of utmost importance. Participants realized that the interaction paradigm is bound to have both

planned and unplanned incidents that would require the attention of the Streamer. These include

situations where a pause in the interaction is necessary (e.g., a lunch or bathroom break), or where

a disruption of service will be unavoidable (e.g., a device’s battery power will deplete).
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Half of the participants (n = 13; 9 Streamers, 4 Viewers) discussed including devices users already

have. They valued affordability. Many of these participants specifically mentioned that if they

could use their own personal smartphone for video capture and earbuds to facilitate a conversation,

then that would save them from having to spend large amounts of money on new equipment.

“Would we even bother with headphones? I feel like everybody has earbuds. It’s more

accessible.” P6, Viewer

Yet, this sentiment came from mostly the Streamers. Viewers tended to choose the new and exciting

devices, thinking these would give them the best viewing experience.

Almost half of the participants (N = 12; 5 Streamers, 7 Viewers) valued a minimalist design, in this

case, reducing the quantity of devices used in the prototype. Participants felt that if the streamer

had to juggle too much equipment, it would interfere with their experience and make them stand

out from the crowd. They felt that managing too many devices would prevent the Streamer from

participating in activities.

“I don’t want my friend to carry too many devices, I want his hands to be free, because

if you go to Disney Springs, you will have a lot of shops there, and you would also

experience the kind of stuff they’re selling, and you’d like your friend to hold those

things in his hand, or try those things, or try some food there.” - P19, Viewer

Participants also emphasized that only the devices that were absolutely necessary (must-haves)

should be included. This means, that any tech not required (nice-to-haves) should be kept out of

the design. Hence, participants preferred wearable devices. Many of these participants were also

those who expressed that these wearables should be lightweight or comfortable to use.
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There was also a number of participants that felt that the prototype should allow for personalization

(N = 7; 4 Streamers, 3 Viewers). These participants were against a “one size fits all” approach. For

the Streamer participants, this meant that the on-site individual should consider taking an array of

cameras (e.g., smartphone, AR glasses with embedded camera, action camera) and swap between

them as needed. For instance, a head-mounted camera could be used when the hands need to be

free, and a handheld camera could be used when more precision is needed.

Support the Social Needs of the Streamer

Another major theme was the desire to maintain the Streamer’s self-image, in an effort to ensure

they would not experience a feeling of self-consciousness. A total of 21 participants (11 Streamers,

10 Viewers) expressed some consideration of this value.

The majority (N = 16; 9 Streamers, 7 Viewers) expressed that the ideal telepresence prototype

would be socially accepted by others in proximity with the Streamer. Overall, participants felt that

the Streamer would not want others to know a live-streaming interaction was taking place. They

also felt that some devices were more socially accepted than others.

“The multi-lens 360-degree camera... that one might be the best, since you’d be able

to look around wherever; but then it might look a little ridiculous when the person is

walking around.” - P11, Viewer

Therefore, they felt that the ideal prototype would be one that is hidden from the view of the

public. Yet, participants recognized that this is not always feasible; so, they suggested that any

visible technology should be ones that are socially acceptable and used by the majority of the

public (e.g., a smartphone). Alternatively, they suggested designing these devices in a way that is

visually attractive (i.e., fashionable).
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There were some participants (N = 4; 3 Streamers, 1 Viewer) that were interested in preserving the

privacy of the Streamer. In these cases, participants deliberated over choosing between speakers,

headphones, and ear buds. All of these participants wanted to ensure the conversations between

the Streamer and Viewer could not be overheard by others.

“Just have some headphones for talking like these airpods, because it’s private as

well, right?” - P16, Streamer

There were 3 participants (1 Streamer, 2 Viewers) who valued the safety of the Streamer. The

Viewers were most concerned with the types and quantity of devices that the Streamer would

be using during their experience. They felt that some technologies may require too much mental

demand, which can pose a physical safety concern on the user. For example, if the user is distracted

by the need to operate the devices, they could enter into a dangerous situation (e.g., trip and fall).

Likewise, the type of audio device the Streamer was using could pose a risk. Therefore, they

wanted to make sure to include devices that “don’t block external sounds.”

“If I’m that person walking around Disney, I want to make sure, obviously, I’m being

safe and not running into people and things, so I don’t want a full headset, but, the

person at home can obviously have that full headset experience if they’d like. - P12,

Viewer

In contrast to the Viewers, P17 (Streamer) also took into consideration the theme park’s security.

They realized there may be some regulations or additional considerations that may need to be taken

into account when using certain devices, specifically drones.
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Identifying Values for the Viewer’s Experience

Next, we share the values participants (N = 26) expressed related to the Viewer’s experience.

Allow the Viewer the Freedom to Explore

A total of 19 participants (9 Streamers, 10 Viewers) directly expressed a desire to ensure that the

person receiving the remote experience could explore the environment in a natural way.

The most prominent consideration (N = 13; 8 Streamers, 5 Viewers) was ensuring that the camera

angle captured a viewpoint that could give natural sight. While designing the prototype, some of

the Streamer participants thought that a 360◦ view would actually be a detriment to the user. Here,

the participants felt that since the Streamer would be unable to control where their partner looked,

they might miss out on what they are trying to show them. However, the Viewer participants

believed that a 360◦ view is necessary, in order to maximize the ability to explore the environment,

i.e. to look at what they would want to look at. Other participants recognized that depending on

where the camera is positioned, the experience changes. For instance, most participants wanted

to use a wearable device — but if the camera is on the shoulder, it might be too low when the

streamer is sitting. If it is on top of the head, then it might be too high up — but it also depends

on the environment itself. Thus, being able to react to a changing landscape to provide a positive

viewing angle is a priority.

Ten participants (6 Viewer, 4 Streamer) opined that the viewer should have some sort of autonomy

during the interaction. Similar to the above, these participants expressed that the Viewer should

be able to choose their own viewing angle, but for various reasons. Streamer participants noted

that this would reduce the number of times the Viewer would need to ask their partner to make

corrections to the camera’s angle. In essence, giving control to the viewer offloads work that the
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streamer needs to perform, while simultaneously making the viewing experience more robust.

“I don’t have to rely on my friend to move...if I wanted to see which is on the left or

on the right or on my backside, I don’t have to ask my friend to make a turn or look in

that direction” - P19, Viewer

Nine participants (7 Viewer, 2 Streamer) indicated that they would want a physical representation

of the Viewer, so that they felt like they were actually there in the remote environment during

their interaction. Here is where we find one of the major discrepancies between groups. Whereas

our Streamer participants succeeded at designing prototypes that would let a user see the remote

environment, the Viewer participants were the ones who more often designed prototypes to let

them experience it.

Identifying Values for Viewer & Streamer Interaction

Lastly, we found differing opinions between stakeholder roles for what type of experiences should

be conveyed using interpersonal telepresence devices.

Support Togetherness

A total of 11 participants (6 Streamer, 5 Viewer) thought about what the actual interaction should

feel like between the two partners using a potential setup.

Four Viewers (No Streamers) expressed the idea that a telepresence prototype should allow the two

partners to feel as if they were side-by-side during the interaction. In general, this feeling could

be facilitated by allowing both users to see each other, opposed to just letting the viewer see the
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streamer as captured by the camera. However, this also means that the streamer needs a way to see

their partner as well. Use of existing applications such as video chat can help bridge the gap.

Seven participants (6 Streamer, 1 Viewer) expressed that it is more preferable for the viewer to see

exactly what the streamer sees to provide a shared experience. They wanted to see only what the

streamer sees. Instead of affording the viewer with a way to see whatever they want in the remote

environment, these participants wanted to restrict the view, but for selfless reasons. Some indicated

that a 360◦ camera offers too much of a view, and that would be a major detriment; others felt that

if the view was not first person, then it invites view misalignment that prevents the two users from

understanding where the other is looking — after all, typical streaming platforms do not allow

users with a way to incorporate natural body language, such as pointing and head nods. Therefore,

restricting the view such that it always matches the streamer’s heading ensures that both users will

see the same stimuli.

Findings: Identifying Features that Embed Human Values

We next describe the results from our Feature Analysis. We wanted to understand what features

Streamers and Viewers considered important and facilitated their values. Therefore, in this next

section, we focus on the actual hardware and software each group of stakeholders chose for their

ultimate prototypes. In this section, the unit of analysis is group; N = 10.

Overall, all groups indicated a need for live video streaming and features that support verbal com-

munication between the streamer and viewer, with some additional features to better support the

stakeholders. We describe each of their chosen features in greater detail. Illustrations of the final

design artifacts are presented by group; see Figures 6.2, 6.3, 6.4, 6.5, and 6.6.
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Table 6.4: Final Codebook used for our Feature Analysis.

Categories (N = 10) Capabilities (N = 10) Exemplar Quote

Live
Streaming
Video (100%)

Panoramic Video (60%)
”I feel like a 360 camera would be better, just be-
cause that way you aren’t forced to look in one
direction” - P26, Viewer

Normal Video (50%)
”We have a couple options, like the ear-mounted
camera is pretty low-key, a smartphone is pretty
typical, everyone’s there taking photos so that
would fit in” - P13, Streamer

Multiple Cameras
(40%)

”If he wants like a better experience, he could
switch out for one of the other cameras. Or maybe
like the AR glasses you could keep in the shirt
pocket.” - P24, Streamer

Face-to-Face Video
(30%)

”I was kinda looking at more of the gimbal stabi-
lizer with a smartphone, so we could use that for
you to like see each other.” - P26, Viewer

Stabilization (30%)
”Definitely the gimbal stabilizer would be pretty
awesome, cuz you know how shaky it can get
right?” - P8, Viewer

Audio Com-
munication
(100%)

Synchronous Voice
(100%)

”We definitely need a way to communicate my
voice definitely, so definitely need some head-
phones...” - P8, Viewer

Ambient Noises (40%)
”I know [Disney] has like music playing when you
go there, so I think having like something that can
[relay] audio to you during the experience would
make it better” -P24, Streamer

Viewer
Feedback
(80%)

Tangible Device (40%)
”Can we put like the strip - maybe just like some-
thing just like super tiny on the camera? And
then... it would turn green when they’re facing
the right way.” - P23, Streamer

Visual Augmentation
(30%)

”The AR glasses would kinda be your FaceTime,
and there would be like low overhead, like you
wouldn’t have to look down at your phone or any-
thing. - P11, Viewer”

Text Messaging (20%)
”The phone would be the next accessible thing for
a chat to be on the phone while they’re walking
around.” - P4, Viewer
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Categories (N = 10) Capabilities (N = 10) Exemplar Quote

Streamer
Considerations
(70%)

Physical Storage (60%)
“It would be nice if at like lunch break or some-
thing, then when you take everything off and just
like rest, they can put everything in the backpack.”
- P13, Streamer

Hands-Free Mount
(30%)

“In terms of having like a pole or something like
that to hold the camera, if its simple... that would
help a lot the person that is in the place as well”.
- P20, Viewer

Ambient Noise
Passthrough (20%)

“It might be better to have like for the person at
Disney... to have earbuds that don’t block out ex-
ternal sounds” -P12, Viewer

Shrouding (20%)
“[Discussing wearable 360 cameras] I would say
probably have the streamer wear a hat as well,
just for their sake.” - P26, Viewer

Weight Alleviation
(10%)

“One thing I’d like to see here is maybe like a har-
ness that’s attached to the backpack, and maybe it
would give some support to the items that will be
attaching to it.” - P8, Viewer

Viewer
Considerations
(70%)

Virtual Reality Display
(60%)

”Know what would be cool? Is if you got that
going on, but then your buddy is sitting at home
with VR goggles on.” - P4, Viewer

2D Display (20%)
”[Discussing displays] I would say a computer,
or a phone, like I don’t think they would have any
other technology.” - P13, Streamer

Remote Control (20%)
”We can give the person that is at home control to
the drone, so that person can remote control the
drone.” - P16, Streamer

Physical Embodiment
(20%)

“[Discussing a Robotic Avatar]I was thinking of
doing like an extension to the person who was not
physically there.” - P8, Viewer

Additional
Considerations
(50%)

Battery Charging (40%) “There should be the power banks probably to
charge all the items.” - P8, Viewer

Network Connection
(30%)

”The smartphone has built in streaming services
as well, so you don’t have to have some like
encoder, and then a broadcaster, and all those
things.” - P5, Streamer

Drone Tethering (10%)
”The streamer should be able to set parameters,
through an app on their phone.” - P21, Streamer
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Live Streaming Video

All groups specified the need for live video capture within their designs (N = 10, 100%), but

the types of cameras — and the resulting features — were different between the two stakeholder

groups. We go into further detail below.

Panoramic Video

One of the clear divergences between groups was the type of camera. As 360◦ cameras empower

the Viewer to explore the remote environment on their own accord, panoramic video was thus a

popular choice among the Viewer groups; it was chosen in all of these groups (N = 5). Four of

these selected a multi-lens 360◦ solution that sits on the head of the streamer (akin to the JackIn

Head project [105]), while 1 chose a dual-lens 360◦ camera that could be mounted upon a pole and

moved with their hands. No groups chose to include a wide-angle lens camera.

Only one Streamer group specified use of a panoramic camera, but this group also brainstormed

the idea of a quadcopter drone that would follow the streamer around, and capture the environ-

ment using a mounted camera. This not only lets the Viewer look around on their own accord,

but it also reduces the amount of effort the streamer needs to exert. Overall, the Streamer-focused

groups generally felt that panoramic cameras were not conducive to a positive streaming experi-

ence, whereas a regular video feed would be more preferable. Next, we dig deeper into the reasons

for including normal video capture devices instead of panoramic devices.
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Normal Video

Instead of selecting a wide angle camera or a multi-lens device, the Streamer groups tended to

choose normal, single-lens device that could facilitate live-streaming (N = 4). Three of these

groups chose a smartphone; two chose an ear-mounted camera; and one chose a head-worn camera

incorporated in an Augmented Reality Glasses device. Note that some groups decided to include

multiple cameras in the same setup; for instance, one Viewer group chose to include a smartphone

device to supplement their selected panoramic camera. We dive deeper into rationale for multiple

cameras in the following section.

The Streamer groups did not unanimously select a single-lens video capture device, but a smart-

phone with built-in camera seemed to be a popular choice. Participants identified a variety of

benefits to using such a device; for instance, modern smartphones are essentially miniaturized

computers, so they can serve multiple purposes (e.g. network tethering, video calls, texting). Fur-

ther, participants suggested that since smartphones are common in today’s society, they are an

obvious inclusion, as it would reduce the overall cost of the system. The groups that selected an

ear-mounted camera found such a device to be a positive inclusion due to its minimalist form and

Figure 6.2: Design artifacts from Session 1. Left: Streamer. Middle: Viewer. Right: Balanced.
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Figure 6.3: Design artifacts from Session 2. Left: Streamer. Middle: Viewer. Right: Balanced.

Figure 6.4: Design artifacts from Session 3. Left: Streamer. Middle: Viewer. Right: Balanced.

Figure 6.5: Design artifacts from Session 4. Left: Streamer. Middle: Viewer. Right: Balanced.
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Figure 6.6: Design artifacts from Session 5. Left: Streamer. Middle: Viewer. Right: Balanced.

inconspicuous nature. Further, since it is tied to the streamer’s head rotation, the two users easily

have an aligned view.

One group mentioned that this device would satisfy an “eye view” criteria, which was that the

camera allowed for both users to have the same exact view. This was echoed by another group

who offered insight that panoramic cameras would give too much of a view.

For these reasons, the inclusion of normal video capture devices was prominent in Streamer groups.

However, a subset of groups also chose to include multiple video capture devices. In the next

section, we dig into the reasoning behind this choice.

Multiple Cameras

Three groups in total (2 Streamer, 1 Viewer) indicated that the ideal prototype would include

multiple cameras instead of just one. The common reason for including multiple cameras was so

the users could adapt to different environments or switch the focus of the streamed experience;

for instance, one group noted that sometimes the desired interaction is face-to-face video chat,

and other times the Viewer might want to see more of the remote environment. Akin to work by
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Kim et al., using multiple cameras simultaneously also allows a Streamer to showcase a remote

environment while maintaining a face-to-face video chat [115].

However, the availability of multiple cameras also affords the Streamer with ways to adapt to a

changing environment. For instance, one group suggested that a Streamer might want to switch

between devices, for reasons such as arm fatigue, a change in scenario that requires the Streamer’s

hands to be free, or because the visual landscape shifts. Thus, incorporation of multiple cameras

allows the Streamer to maintain a positive experience for both parties.

Face-to-Face Communication

Although both groups received the same basic goal, which was to let the streamer and viewer

share an experience and feel like they were together, only three groups felt the need to include

face-to-face communication; all were Viewer groups. To facilitate this style of interaction, the

groups chose to include either smartphones for video chat, or AR Glasses that would display a

video graphic in the eyes of the Streamer. AR Glasses were preferable because they allow the

Streamer to keep their hands free, and the graphic overlay could always be seen regardless of

head orientation. However, the use of a smartphone was also a preferable choice because video

chat applications are ubiquitous, being supported by all major smartphone platforms. As such, a

Streamer would not look out of place while holding their phone in their hand.

Video Stabilization

The final Live Video Streaming feature included by our participants was video stabilization. Mul-

tiple groups identified the immediate benefit of stabilization, but only three groups (2 Viewer, 1

Streamer) decided to include this feature. The Viewer groups elected to use a physical gimbal
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stabilizer. These groups thought the Streamer’s walking gait would introduce too much jitter, and

thus the physical stabilizer could offset any motions that would otherwise cause a detriment to

the viewing experience. Other groups discussed the physical stabilizer’s benefit, but ultimately

decided that the scenario we posited was not intense (i.e. it was not a sports scenario that required

running or jumping), and therefore the stabilization was not necessary.

The lone Streamer-focused group who elected to include stabilization took a software-based ap-

proach, as gimbal hardware conflicted with their body-worn design. According to these partici-

pants, a physical stabilizer requires the users’ hands to hold it upright, but it would also be too

bulky and stand out too much. For these reasons, a physical device is not preferable. Our “bag of

stuff” did not include software solutions, and therefore the previous reasons may be the cause for

the other 4 Streamer groups not including any type of stabilization in their designs.

Audio Communication

All 10 participant groups identified the need to capture live audio within their telepresence proto-

types. There were two main considerations — synchronous voice, where the two users could speak

to each other in real time, and inclusion of ambient noise, where the viewer is presented with high

quality environmental sounds in addition to their partner’s voice.

Synchronous Voice

All 10 participant groups indicated that the viewer and streamer should be able to talk to each other

during the telepresence experience, and the specific technologies to facilitate this interaction only

slightly varied. All 5 Streamer-focused groups, as well as 3 Viewer-focused groups, selected ear-

buds that have a built-in microphone; these would be either wired or connected to a user’s personal
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mobile device via Bluetooth. The earbuds were generally selected because they are lightweight,

and they are extremely common — thus the Streamer does not need to purchase any additional

equipment, and would not look out of place using them.

Although headphones might be a heavier accessory, one Viewer group chose them because they

offer higher quality audio; this particular group also indicated that audio quality is extremely im-

portant to them, so a pair of noise-canceling headphones would allow the two partners to commu-

nicate more clearly with each other and thus have a more positive experience. Lastly, one Viewer

group thought that the head-worn AR Glasses, such as Google Glass, would provide an adequate

audio solution; this is because the ear would not be covered up by headphones or earbuds, and thus

the user could also hear the surrounding noise.

Although our participants clearly identified the need for verbal communication between partners,

there was less explicit desire to let the Viewers hear the environmental noises. In the next section

we describe how some groups specifically wanted the users to hear the remote environment.

Ambient Noise

Four total groups (2 Streamer, 2 Viewer) specified a desire to let the Viewer hear sounds that

occur from the remote environment. We saw three unique approaches to facilitate this feature; two

groups — one of each type — elected to have the streamer use wearable microphones in the form

of a shoulder-worn device in the same fashion as Wearable Speakers (see our “Bag of Stuff”). Such

a microphone array could be worn under the Streamer’s clothing, therefore improving the Viewer’s

sense of spatial presence while not socially burdening the Streamer.

One Viewer group elected to include a high-quality microphone in their design. Whereas most

of the groups chose to rely on earbuds with built-in microphones, this group identified that the
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quality would be too grainy trying to record the environment. Their solution is a boom microphone

similar to those found in film production, so that the Streamer could control which sounds are being

recorded in the live-streaming experience. Lastly, one Streamer group designed a drone that would

have a built-in microphone and speaker; through this design, a Viewer could have complete control

over the experience and be able to feel as if they were “actually there”.

Streamer Considerations

In addition to the basic video and audio streaming capabilities, seven groups (3 Streamer, 4 Viewer)

expressed interest in at least one feature that should be included to assist the Streamer during their

experience. These include storage space, mounting equipment, ambient noise presentation, and

others that generally enhance the streaming experience.

Physical Storage

Four Viewer groups and two Streamer groups identified the need for storage space. Since the

scenario targeted a location that includes a shopping complex, a place to put purchases and a

way to keep the hands free was desirable. Additionally, some participants noted that the streamer

might take breaks between live-streaming sessions, and would need a place to store all of the items.

Lastly, participants were generally interested in ensuring the Streamer was prepared and had all the

necessary equipment, so a bag to store spares or battery packs was an obvious choice. Although

our “Bag of Stuff” solely included a backpack, participants expressed that the storage could be in

the fashion of sling bags, waist bags, or purses — any fashionable accessory that would serve the

function.
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Hands-Free Mount

Two Viewer groups and one Streamer group designed their prototype using a device on which a

user could mount another piece of equipment, in an effort to free up the Streamer’s hands. One

Viewer group chose to use a pole on which a high quality microphone could be mounted, because

the user’s hands would already be busy controlling the camera. Another Viewer group elected

to use a small humanoid robotic avatar on which the camera would be mounted, thus providing

a view that allows the two partners to have a side-by-side experience. Lastly, the lone Streamer

group decided to include a shoulder strap with a camera clip, akin to a design by Rae et al. [205].

Here, the camera is mounted across the Streamer’s chest, but they could remove it and manually

operate it to give their partner a better view.

The other groups either did not want to include a mount, or the devices were innately body-worn

(such as a multi-lens 360◦ camera on the head). The main reason for not including a mount device

is the fact that they are not particularly prevalent in society, and thus the Streamer would look too

conspicuous wearing one; this notion was found among Streamer and Viewer groups alike.

Ambient Noise Pass-through

One unanticipated feature specified by two Viewer groups (but no Streamer groups) was the ability

to let the Streamer hear their surroundings with ease. As most of the groups chose to include ear-

buds or headphones in their designs to facilitate voice communication with the Viewer, the ability

to hear ambient noises is reduced, and thus safety becomes a concern. These two groups both

specified the AirPods Pro brand, which sport a “transparency” feature. This allows the Streamer

to have a high-quality audio channel with their partner, but it also affords them with a way to hear

important noises — such as announcements or approaching vehicles — that could otherwise be
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lost. Although the majority of groups did not express a desire for this feature, we believe it is in

part because they simply did not think of it. No groups expressed negative sentiment for ambient

noise pass-through, so we expect that inclusion is implied to add a layer of safety to a telepresence

prototype.

Shroud

Two groups (1 Streamer, 1 Viewer) identified the need for an item or technique to hide another

piece of technology. In both of these cases, the participants wanted to ensure that the Streamer did

not experience a feeling of self-consciousness. In the lone Streamer group, the prototype called for

the use of a microphone array, to let the Viewer receive high quality audio of the environment; but,

since the device is large, that group wanted to hide it underneath the Streamer’s shirt. The lone

Viewer group brainstormed the use of a head-worn multi-lens 360◦ camera, but since that sort of

device is not socially acceptable, it would be hidden underneath a hat.

Though we expected the other Streamer groups to incorporate shrouds into their designs, they

ultimately elected to take a minimalist approach to their prototypes, leaving off the more obtrusive

devices in favor of smaller and more socially acceptable ones. We are pleased to see, however, that

some Viewer groups explicitly took the Streamer’s well-being into account with their designs.

Weight Alleviation

Only one Viewer group, and no Streamer groups, explicitly called for a way to reduce the physical

load on the streamer. As above, the Streamer groups took a minimalistic approach to their designs,

and thus their prototypes were not so heavy. However, the Viewer groups typically added more

devices to their designs. This one group noted that it is unfair to load up their partner with devices
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without finding a way to enhance their comfort. This group was unable to reach a unanimous

decision on the device they wanted to include, but they brainstormed an electronic back brace

(similar to an exoskeleton) as well as a robotic arm that could hold devices for the user.

Viewer Feedback

Although every group added synchronous audio communication between the two users, partici-

pants sometimes identified that it is difficult to communicate spatial requests via voice. To help

combat this problem, 8 participant groups (5 Streamer, 3 Viewer) thought of a few ways which

would allow the viewer to give better context when talking to their remote partner. These included

use of a physical device for pointing, visual augmentation through AR lenses, or simple text mes-

saging.

Tangible Device

Four groups (3 Streamer, 1 Viewer) devised the use of a physical object to help the viewer com-

municate with their partner. Because of the difficulty expressing directions — especially when

both users are looking different ways — these groups thought it would be best to provide a way to

help the users reach an aligned heading. Two Streamer groups incorporated LED lights into their

solution; in one design, a light positioned next to the ear-worn camera would turn green when the

streamer is looking in the direction that the viewer wanted to see. In another, the lights would be

fashioned into a circular bracelet, and they would light up to express a direction.

The remaining two groups each included a robotic avatar that would accompany the streamer.

The single Viewer group designed a wearable humanoid torso that would embody the remote user

during the interaction; by using a VR 3D spatial interface, the user would point using their hands,
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and the robot arms would accordingly point in the intended direction. This gives the Streamer a

physical indicator of where their partner wants to go or look. In one Streamer group, a quadcopter

drone would fly next to the Streamer and serve as the Viewer’s avatar. Here, the Streamer could

understand where their partner was looking by simply observing the direction it was facing.

Visual Augmentations

Instead of using a physical device that might draw attention to the Streamer, three groups (2

Streamer, 1 Viewer) decided to use AR Glasses to provide enhanced communication. These partic-

ipants indicated that AR glasses are preferred because they are fashionable, so the Streamer would

not look out of place while using them. The interesting feature of visual augmentation is that it

is nearly boundless, in that almost any graphical element can be displayed. One group suggested

that a small window of live video should appear within the lens, so that the Streamer can either

see the face of their partner, or see a video thumbnail of where their partner looks within the 360◦

video. Another suggested that the AR glasses display the face of their partner. The final group

thought that displaying additional information about the surrounding environment would benefit

both users; for instance, a popup graphic could explicitly tell the user what a certain building was,

and it would also relay this information to their partner, so that both users could have the same

understanding of the environment.

Text Messaging

Lastly, two groups (1 Streamer, 1 Viewer) chose to include text messaging between partners. The

lone Viewer-focused group chose to facilitate this feature through a smartphone, as that is already

a well-established mode of communication, but the Streamer-focused group chose to display text

on an AR Glasses device. Here, the text messages are more complimentary to the existing modes
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of communication, and displaying the text directly in front of the streamer removes the need to

hold a smartphone in their hands. In this way, the information is received more quickly.

Viewer Considerations

Although our activities asked our participants to only design a prototype that the streamer would

use, seven groups (5 Viewer, 2 Streamer) specifically designated some features that should be

afforded to the Viewer. These included the types of video display they would use, as well as

remote control over some device in the streamer’s setup.

Virtual Reality Platform

Six groups (5 Viewer, 1 Streamer) were specifically interested in providing the Viewer with a VR

platform. Naturally, these groups were also the ones that chose to include a 360◦ camera in their

setup. By using a VR headset with head tracking, the viewer could look around the environment

with natural camera control. One group also included use of VR controllers that would map to a

robot avatar’s arm motion. Although it is possible to display normal video within a VR display, the

benefits of such a device are lost, so it does not make sense to include it outside of 360◦ cameras.

Thus, some groups also expressed direct interest in a 2D display.

2D Display

Two Viewer groups, but no Streamer groups, explained that having a non-VR display would be

easier to use than a VR display; this is because it takes a physical toll to actually control the

camera feed with head rotations. These groups concluded that the viewer should have access to

both VR and non-VR displays, and therefore have the option to choose the viewing device as they
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saw fit. As VR displays might also induce simulator sickness, including a 2D device in the loop

can help alleviate this issue. A 360◦ image can be transformed into an equirectangular, pannable

image, so it will still look natural on a flat screen. While none of our streamer-focused groups

explicitly designated a viewing device that would be used by the viewer, researchers asked them

what they would anticipate being used. Responses included personal devices such as smartphones,

tablets, or laptop screens — whatever device the viewer wanted to use.

Remote Control

Three groups (2 Streamer, 1 Viewer) specified remote control capability, and two of these, as

above, were for controlling robotic avatars. These two groups incorporated VR controllers which

would either map to humanoid robot arms, or move a quadcopter drone within a bounded area.

One other Streamer group brainstormed the idea of allowing the viewer to remotely manipulate

the camera orientation. Here, the camera was an ear-mounted device that would be tied to the

streamer’s head movements, but it would incorporate a mechanical hinge. Thus, the viewer could

angle the camera’s pitch and yaw.

Physical Embodiment

Two groups — one of each type — chose to incorporate a physical device that could be controlled

by the viewer at home. The lone Streamer group decided to include a quadcopter drone into the

prototype setup, so that the viewer had complete control over the camera, as well as an entity that

declared to other people that there was a remote person engaging in a telepresence interaction.

Since the viewer would be in complete control of the drone, the physical toll on the streamer

is significantly reduced; however, our participants also thought it would be prudent to logically

restrict the drone’s movements through a smartphone application, such that it must always be
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within range of the streamer, and follow rules set before it.

The single Viewer group interested in a physical embodiment chose to incorporate a small hu-

manoid robot that had functional arms; this would be an avatar of sorts, but would sit on the

shoulder of the streamer. Here, the robot would wear a 360◦ camera instead of the actual streamer,

so that the viewpoint would be coupled with the avatar’s head; then, the viewer at home would be

able to control the robotic arms through their own natural arm movements, via VR controllers and

inverse kinematics. In this way, the remote user would receive a first-person view and would be

able to physically point out objects of interest as if they were actually there.

Other Considerations

Lastly, there were a few other features identified by 5 participant groups (3 Viewer, 2 Streamer)

that need to be considered. These include battery charging, stable network connections, and a

single case of drone tethering. Thematically, these features either highlight the importance of

preparedness, or are included to ensure the experience runs smoothly.

Battery Charging

Four groups (3 Viewer, 1 Streamer) expressed that the streaming setup should include a way to

charge or replace batteries for the various electronic devices within the prototype. Our participants

tended to include backpacks within their designs, and specified that replacement batteries would

be stored in it. The single Streamer group, however, thought it would be more appropriate to bring

a portable power bank. By running extension cables through the shoulder strap of a bag, and by

leveraging device mounts, the streamer could easily plug a device into the power bank without

interrupting the live-streaming experience.

153



Network Charging

Three groups (2 Viewer, 1 Streamer) identified the need for stable network connection, so that the

two users could enjoy a positive experience together without latency or hiccups in communication.

Although this feature is implied for live-streaming experiences, these participants explicitly wanted

to ensure that network communication was sufficient. To accommodate this feature, users noted

that smartphones could act as a tethering device, or a high-quality air card could be used.

Drone Tethering

The final feature, identified by the lone Streamer group which elected to use a quadcopter drone,

is a smartphone application that the streamer would use to set parameters that the drone would

follow. These include maximum height that the drone could fly, and an automated feature that

would ensure the drone could not fly too far from the streamer; as the participants noted, the

streamer is the one on-site, so they would still be responsible for their remote friend’s behavior.

Findings: Negotiation of Features

Having investigated our individual participants’ values and the sub-groups’ desired features within

our telepresence context, we were able to identify where the two major stakeholders’ opinions di-

verge. It is important to find compromise between these groups to ensure that both are satisfied

with a given telepresence experience. Thus, using the same codebook as the initial Feature Analy-

sis (Table 6.4), we conducted a similar analysis of the final group designs from Activity 4. In this

section, we discuss how our participant sub-groups found common ground in order to construct a

telepresence prototype that all members would be happy to use. As such, the unit of analysis for

this section is Group (N = 5).
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Live Streaming Video: Maximizing the View, Minimizing the Awkwardness

In Activity 2, the Viewer groups primarily wanted to use a 360◦ camera that could be worn on the

head of the user, whereas the Streamer groups wanted to use a normal camera, to reduce a feeling

of social awkwardness. Naturally, then, all 5 of our groups included live video streaming as a

feature in Activity 4; but since one of the major divergences was the type of camera to be used,

our groups had to find common ground to balance viewing experience and streamer’s self-image.

Our groups devised a few plans to reach this agreement.

One group decided to forego the panoramic camera and simply use a smartphone device, but

include a couple of clip locations to support the camera, such that the streamer could adjust the

view as the environment or scenarios shift. This group suggested using a shoulder strap with a

clip, a hat with an action camera mount on the brim, and simply maneuvering the camera with

their hands as their desired camera locations. Their main concern was the streamer’s self-image,

and they felt that this solution was socially acceptable.

Another singular group ultimately decided to implement a 360◦ camera worn on the head. This

group included the streamer sub-group that designed the drone from Activity 2, so these partic-

ipants were generally more interested in the capabilities than they were with the streamers self-

image. However, this group did decide to take a minimalist approach, only incorporating the tech-

nology that was absolutely necessary to a telepresence experience; in their eyes, the 360◦ camera

was the bare necessity, so they did not include much after that.

The remaining 3 groups also included a panoramic camera, but the participants were also very

concerned with the streamer’s self-image. Thus, they devised solutions to keep this value a priority

while ensuring that the viewer also received a panoramic view. Two of these groups chose a

head-worn 360◦ camera, but thought of ways to hide it from the public eye — to do so, they
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thought it would be prudent to shroud it with a different accessory. For instance, one group thought

the camera lenses could be embedded inside a Mickey Mouse Ears hat, which would be socially

acceptable (as our design prompt was for a Disney experience). The other group brainstormed the

possibility of embedding the lenses inside a necklace, but ultimately decided against that idea in

favor of a fashionable hat or sweatband, which, in addition to being socially acceptable, would

also help the user if they would be outside in the heat. The final group that chose a panoramic

camera was also concerned that the streamer’s setup should be socially acceptable, but it should

also allow the streamer to choose the device that they would be comfortable using. As such, this

group wanted to accommodate individual preferences. Here, the participants described that an

ideal system would make use of a smartphone camera in instances where the two users wanted

to have a face-to-face interaction, akin to video chat; meanwhile, the smartphone’s camera would

also stream the remote environment to the viewer. However, when the environment becomes full of

visual stimuli, the streamer should be able to swap the smartphone for a 360◦ camera (or, perhaps,

a 360◦ attachment could be plugged into the phone).

Even though the streamer and viewer groups originally differed regarding the types of video cap-

ture device, they were able to settle the differences and negotiate a balance between their values

and desired live-streaming video capture features. Next, we analyze the selected features for trans-

mitting and receiving audio communication.

Audio Communication: Maintaining a Direct Line

Individually, all sub-groups noted that an ideal telepresence setup would include a synchronous

voice feature, and this did not change for the final activity. All groups indicated that earbuds would

be sufficient to support a conversation, discrete enough to prevent the user from standing out, and

common enough such that potential users should already have a pair of them. One group did
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suggest that headphones might offer a higher quality sound, but this group did say that the audio

playback device should be chosen based on individual preferences, as headphones are also very

bulky and would make a user stand out.

Two groups suggested that the telepresence setup should also be able to capture ambient noises,

such that the viewer can have a more immersive experience of the remote environment. Both

of these groups indicated that the streamer’s setup should include a high-quality microphone that

could be held in their hand. One of these groups wanted to use a hand-held boom microphone, and

the other wanted to include a directional microphone that could plugin to a handheld tablet (such

as an iPad).

Naturally, all of our groups wanted to include a feature to let the two users communicate audibly

with each other, but our participants tended to identify that verbal communication is not enough

to convey certain messages. Since non-verbal communication is lost over voice chat, alternative

modes of communication are valuable. In the next section, we discuss how our groups designed

ways for the viewer to provide more feedback to the streamer.

Viewer Feedback: Augmenting Interpersonal Communication

Based on prior experiences, some of our participants were able to immediately identify that voice

chat is simply insufficient to convey important messages related to the environment; a live-streaming

setup does not innately support a method for the viewer to use non-verbal communication that they

could use if they were physically collocated with their remote partner. In Activity 2, sub-groups

were able to brainstorm a variety of techniques that could allow the viewer to convey non-verbal

cues, including tangible devices, visual augmentation, and text chat. In the final activity, though,

the majority of our groups converged on one main method — visual augmentation.
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A single group decided that the streamer should have a mobile device (smartphone or tablet) to

hold in their hands. The mobile device would have special software that pairs with the viewer’s

display, such that when they want to direct their partner to an object of interest, a still-frame would

appear on the mobile device. This would give the streamer a visual cue of where to go or what to

inspect. This group also suggested that if the environment became too loud, then the mobile device

could also be used for text chat, so no information would be lost.

The remaining 4 groups decided to include a pair of AR glasses (e.g. Google Glass) in their final

prototypes. In keeping with the value of maintaining a positive streamer self-image, no group

chose a larger display such as the Hololens or Magic Leap; they were comfortable sacrificing field

of view in order to provide the streamer with a comfortable experience. Our participants also

suggested that AR glasses could look exactly like a pair of normal eyeglasses, so that it would be

impossible for a bystander to tell that the streamer is using an atypical piece of equipment.

Although these groups selected the AR glasses for their prototype, they brainstormed different

applications for the device. All 4 groups identified that this device could be used to show a live

video feed of their partner’s face, granting the user with a way to see their partner and identify

facial expressions. Further, the groups that selected a 360◦ camera thought that AR glasses could

also be used to indicate where the viewer was looking, using directional arrows. From Activity 2,

the group that brainstormed a map translated that feature to the final prototype, so that the viewer

could relay navigational information to the streamer; and, one other group thought it would be

critical to display battery information of the various devices in a heads-up display for the streamer

to identify when devices needed attention.

Our participants, having originally brainstormed multiple devices to convey non-verbal communi-

cation, ultimately converged on a low-profile, high-utility solution in the form of AR glasses. We

note that none of the groups desired bulkier devices such as the Hololens or Magic Leap, instead
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selecting the natural eyeglass form factor. In the future, we might see even more alternative de-

vices to support social acceptance, such as AR contact lenses. In the next section, we discuss the

selected features to support the Streamer’s experience.

Streamer Considerations: Preparing for Every Scenario

In Activity 2, our Streamer participants generally wanted to include only the devices and materials

that were necessary to facilitate the telepresence interaction; though our Viewer groups felt the

same, they also recognized that our design scenario involves fluid situations, and that it is necessary

for the on-site streamer to have the ability to react accordingly. In part, this was a reason why our

Viewer groups selected more affordances for the Streamer in their designs.

Through Activity 4, we find that our groups ultimately wanted to provide additional affordances,

but in a way that would not draw attention to the user. Four of our final groups selected physical

storage for the streamer to wear, and although our only “Bag of Stuff” storage item was a backpack,

none of our groups wanted to use a full backpack — they indicated that it is more appropriate to

use waist bags, purses, or even a cargo vest with pockets — whatever is large enough to hold the

items the streamer needs to store without being overly obtrusive.

We also note during this final activity that only 1 group wanted to use a mounting device to free up

the streamer’s hands. This particular group was the only one that did not want to use a panoramic

camera, instead opting to leverage a smartphone as a video capture device, and thus decided that

including mounts in various places (on a shoulder strap, on the brim of the hat) is necessary. The

remaining groups chose a setup that did not warrant a mounting device, mainly because their

devices were worn on the body in a natural way (e.g. on the head like a hat).

All groups designed a constant audio communication channel for the Streamer and their partner,
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and all groups decided that earbuds would be sufficient to provide this interaction; but, one group

also thought the streamer should have the option to use noise-cancelling headphones. This was

the only group, then, that agreed to include an audio pass-through feature in their audio playback

device, so that the streamer could still hear their surroundings. Streamer safety was the main

concern, as they need to be aware of announcements and potential hazards.

The final streamer consideration that appeared in the designs of 2 groups was a shroud for the

camera. In these groups, a head-worn multi-lens 360◦ camera was selected, and since this style of

wearable computing is not socially acceptable in its own right, the participants decided to embed

the device within normal clothing; one group chose Mickey Mouse ears (which is normal for the

design scenario), and the other thought the camera lenses could be embedded into a sweatband. In

this way, the functionality of the panoramic cameras persists, but the social acceptability increases

dramatically. Having identified features to generally support the Streamer, we next turn to those

that can support the Viewer.

Viewer Considerations: Relinquished Control, Maximized View

In Activity 2, some of our participants designed features that would provide the viewer with a high

sense of spatial presence (i.e. the feeling of “being there” [212]). These features manifested as

physical devices that they would have complete control over, such as robotic platforms, or in one

case, an actuated camera hinge that the viewer could maneuver.

In Activity 4, we note that none of these features made it to the final designs, partly due to the

negative impact they would have on a streamer’s feeling of social acceptability. Thus, none of the

final designs include a physical embodiment, and none of them include a remote control option.

The streamer, therefore, would have complete control over the interaction scenario, and as they

would be the only individual of the two who is at social risk, this is understandable.
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However, this does not mean the viewer is unable to interact with their partner; as noted above,

all 5 groups included a means for the viewer to provide non-verbal feedback to the streamer, and

most of the groups chose visual augmentation. Therefore, although our groups wanted to ensure

that the streamer maintained complete control over the interaction, the viewer still has the ability

to provide considerable input, and is not just an idle watcher.

Regarding the actual viewing device that should be included in a setup, 4 groups (the ones that

included panoramic cameras) thought that the person at home should have access to a virtual

reality platform, so they could have an immersive viewing experience. However, 2 of these also

suggested that the viewer should have the ability to choose their own device, even offering the

ability to swap between an immersive device and a flat screen at will. In this way, our participants

noted that a viewer’s individual preferences should be considered; as long as they are able to see

and hear the environment, talk to their partner, and offer valuable non-verbal feedback, then the

viewer should be satisfied. We now shift to the final subset of features, which generally ensure that

the interaction runs smoothly.

Additional Considerations: Infrastructure Assumed to Work Natively

The last major dimension of our feature codebook is that for “additional considerations”, which in-

cludes battery charging capabilities, stable network connection, and flight parameters for a drone.

In Activity 4, none of the groups included a drone, so the flight parameters are not necessary. Fur-

ther, none of the groups stated that the streamer should carry a wireless aircard - network connec-

tivity is assumed. The only remaining feature in this category is battery charging or replacements,

which 4 groups specified is one minimum requirement for a telepresence setup.

All of these groups specified inclusion of a portable power bank, to which the various devices

could connect and recharge. Though these power banks were thought to be contained in a personal
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storage item or pocket, they could be taken out and connected to the devices that need them - but

one group thought that it would be prudent to incorporate an extension cable which could be fed

through the user’s shirt, so that charging could occur without having to expose the devices to public

eye. This technique would allow the streamer to charge various devices even during use. In this

way, there would be no down-time of the interaction.

Discussion

The results of our study provide new insight on designing a more balanced interpersonal telep-

resence system that incorporates both advances in previous literature and a user-centric approach.

The following section provides details on the implications of our findings.

Streamer and Viewer Values Align More than Diverge (RQ1)

One of the most unexpected findings through our work was that both stakeholder groups made

significant consideration for the other, despite being given a design prompt that primed them to

be greedy for their own role. We found that the participants’ set of values (in the context of

interpersonal telepresence) were mostly aligned, with little divergence. As such, although previous

work has shown how interpersonal telepresence developers tend to design a system to benefit the

Viewer [198], end users of such systems actually desire a prototype that supports the needs of both

major stakeholders. After all, if the Viewers are receiving an experience from a loved one, it is

natural for them to make sure that their partner’s social well-being is guaranteed. Even in cases

where the two users are strangers, we need to make explicit consideration for the Streamers as we

ask them to use a system that ultimately benefits a Viewer.

The two most emergent themes within our codebook pertained to ensuring the Streamer had a
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physically comfortable rig, and ensuring that their experience using it was socially acceptable to

others. Previous literature in this space does seem to support the physical comfort of Streamers

by introducing various wearable devices (e.g. camera mounts and harnesses [87, 153, 205]), but

these wearables are ultimately too bulky or too noticeable. As noted in previous field studies, if the

designed wearable devices are not socially acceptable, then they need to be hidden, in some way,

from the public eye [115]. Participants from both primary stakeholder roles in our study confirm

that this is a high priority, and future designs should heed this warning that conspicuous devices

may be met with negative feedback.

Although the stakeholder values generally overlapped, we did find two major themes of which our

participants had differing opinions. First, the Viewer participants expressed a desire to be able to

interact with the remote environment, or to at least have a sense of “being there”; a system that

supports this value would allow the Viewer to have autonomy and would let them offload some

of the work the Streamer would otherwise need to perform for them. Unlike with mobile robotic

telepresence, where the Viewer has an actuated platform that they can directly manipulate [125],

this interpersonal style of telepresence finds the Viewer relying on the Streamer to navigate an en-

vironment and interact with it for them. Some previous literature posited the use of robotic avatars

that the Streamer could wear, ranging from devices that declared a Viewer was watching (e.g.

TEROOS [106]) to one that allowed the Viewer to provide physical non-verbal communication

(e.g., the 20DOF Humanoid [253]) to one that supports direct manipulation of the environment

through actuated robot arms (e.g., Fusion [221]). We find, however, that these wearable avatars are

not yet socially acceptable, and thus are not ready for inclusion. More appropriate features to sup-

port a Viewer’s sense of embodiment might include graphic overlays, such that the two users could

see each other’s faces. Using AR/VR technology, the Viewer’s face (or more) could be displayed

within the view of the Streamer’s gaze, in 3D space [91, 92]. The benefit of utilizing AR/VR in

this regard is that this aspect of the interaction would not be noticeable by other people, and thus

163



the Streamer’s sense of social well-being could remain in-tact.

The other major value with Streamer/Viewer conflict was the type of shared experience that a

given telepresence system should convey. Whereas the Streamer participants wanted their partner

to see exactly what they wanted to show — and thus have the experience be more reflective of

a first-person experience through their eyes — the Viewers wanted to have the ability to explore

the remote environment at will, and related to the above, they also wanted to feel like they were

“actually there” with their friend. As we have previously demonstrated in Chapter 4, simple design

choices such as the location of a wearable camera have a profound impact on the sense of story

[195], and in a telepresence context, this can be the difference between a first-person view and

side-by-side experience. For instance, Manabe et al. concluded that an over-the-shoulder 360◦

camera placement could let the Viewer feel like they were actually with the Streamer [149], and

Misawa used a camera attached to the face of the Streamer, in an effort to let the Viewer feel as

if they were the Streamer [162]. Naturally, however, these prototypes might not support a positive

Streamer self-image.

Ultimately, both sets of participants had relatively similar values. They felt empathetic to their

counterparts in the other role, and thus wanted to ensure that both Viewers and Streamers would

have a positive shared experience. However, although the participants had aligned values, there

were significant deviations regarding how the values were embedded in interpersonal telepresence

features. In the next section we discuss these divergences.

Design Strategies to Foster Stakeholder Values (RQ2)

Our 2 stakeholder groups held similar values, but we note that the final design strategies to support

these values, in some places, diverged significantly. In this section, we discuss the similarities and

differences of these design strategies.
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Communication is Key: Supporting Voice Chat and More, in a Natural Way

Supporting a conversation between the Streamer and Viewer was a feature that every group in

our study wanted, and nine of ten sub-groups selected earbuds that would connect to the user’s

personal smartphone; one group chose noise-cancelling headphones instead. Using ubiquitous

devices, voice chat is easily supported in any interpersonal telepresence prototype. However, as

noted by previous work, other forms of natural communication are often lost when the two users are

geographically distributed [115, 243]. Most of our groups were able to also identify this detriment

and thus designed features to help solve the problem — but how to solve the problem was where

our groups differed.

Few of our Streamer groups wanted to use advanced technology in their prototype, instead opting

to use minimalist directional indicators such as LED lights, which would give visual feedback

that a streamer could use reference to understand where their partner was looking or wanted to

look. This differed from our Viewer participants, who wanted to include new and exciting pieces

of equipment such as AR Glasses and robotic arms. This is a reflection of the findings found in

our literature review (Chapter 3) in that the “bells and whistles” are often developed, but they are

not necessarily appreciated by the end users [198]. One design consideration emerging from this

discrepancy is to use familiar devices when possible, but if a novel device is developed to support

new affordances, then its form factor should be minimal in nature.

Making Streaming Life Easier by Reducing the Workload

Most of our participants wanted to reduce the Streamer’s physical burden when using an interper-

sonal telepresence prototype, but there was some divergence in the features to manage this value

as well. More accurately, the Viewer participants wanted to use devices that would support the
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user throughout the interaction, whereas the Streamer participants decided to simply reduce the

number of items. It seems that these participants view the absence of features as the only true way

to reduce the physical toll — after all, helper items such as backpacks implicitly require effort to

use.

In the framework developed by Rae et al., Initiation was one of the major dimensions, comprised

of themes such as “amount of planning” and “setup costs” [205]. Our participants identified that

reducing the workload for the Streamer would not just entail low setup costs, but also low tear-

down costs — for instance, if the Streamer needs to take a bathroom break, the setup needs to

be quickly collapsible. We view physical storage as a necessity for interpersonal telepresence for

this reason — but following our participants’ thoughts, we expect that the size of a bag or other

container should scale with the size of the live-stream equipment.

A Struggle to Find the “Where” for Wearable Cameras

Although not all participants in our study expressed the Togetherness value, the ones that did

clearly diverged depending on their group; and, their desired togetherness trait also seems to predict

other values. The Viewers expressed the desire to have the side-by-side feeling, and although these

individuals barely expressed the value of Natural Sight, they all wanted to have a form of autonomy.

In essence, these individuals are asking to feel as if they were “actually there,” by being able to

see their partner and look around the remote environment on their own accord. In contrast, the

Streamers expressed the desire to have a shared experience with their partner, where both users

could see and hear the exact same thing. These individuals also expressed the desire to give their

partner a Natural View, but their designs ultimately reflected a first-person camera feed from their

eyes.

This begs the question: what exactly is a Natural View? To our Streamer participants, it means a
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view point that could represent their eye-sight — this is indeed natural to the Streamer, but it is

not necessarily natural to the Viewer. As we identified in Chapter 4, camera placement influences

the perceived sense of “story” [195], and as we identified in Chapter 5, men and women differ

in terms of preferred camera height [196]. So, placing the camera around the Streamer’s eyes

may actually be a detriment — it could be too tall or too short; and, placing the camera around

the eyes also prevents the Viewer from seeing their partner’s face. Previous work has identified

that different wearable camera placements have an effect on the wearer’s self-image [279], and

our participants indeed want the camera to be worn in an inconspicuous manner; we thus suggest

inclusion of multiple hidden cameras spread across the Streamer’s body. One could be around the

user’s shoulder, allowing the Viewer to see their partner’s face, and another could be placed around

the Streamer’s eyes or on their head. In this manner, the Viewer could swap between cameras in

order to see what they want and to see what their partner wants.

Designing a Balanced Prototype Based on Stakeholder Agreements (RQ3)

Using the participants’ values and the final design activity, we were able to draft an interpersonal

telepresence prototype that we expect would satisfy both major stakeholders; see Figure 6.7. In

this illustration, we used images that were not found in our “Bag of Stuff”, yet were reflective

of participant feedback. The top features that were agreed upon include synchronous voice chat,

panoramic video, visual augmentation (AR), battery charging accessories, and physical storage.

The first major feature, which all groups desired across all stages of the study, was synchronous

voice. Here, to foster this feature, we include the wireless ear buds that most of our groups selected.

The Apple AirPods Pro include a microphone in each earbud, and a “Transparency” feature that

allows the Streamer to hear their environment if they desire. These earbuds can by paired with the

user’s smartphone, and in this way we are including the current ubiquitous nature of phone calls.
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Figure 6.7: Final prototype design based on the top compromised features from our study; note
that colors and patterns are arbitrary, and can be changed to match Streamer preferences.

The next major feature, as agreed upon by most of our groups, was panoramic video. Here, to

support the Streamer’s self-image, we choose to embed tiny, wide field-of-view cameras inside a

hat; one lens will be on the front of the hat, and the other will be on the back. Some hats have

certain patterns, logos, or words that would help to hide the lenses, making them look like they are

part of the hat. In this picture, we use a hat to help illustrate that a small lens can be embedded

inside it.

The third feature agreed upon by our groups was visual augmentation, such that the Viewer can

communicate through non-verbal means. The beauty of AR Glasses in this context is that ad-

ditional software features can be incorporated to the system without changing the outward ap-

pearance of the prototype. The software capabilities that our participants brainstormed can all
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be included in this way; these include a map feature, such that the Viewer can help navigate the

Streamer; a face-to-face video chat window; directional indicators so the Streamer knows where

the Viewer is looking; and virtual annotations, such that the Viewer can circle, point at, or other-

wise highlight interesting pieces of the environment.

The fourth feature that was agreed upon by most groups was a portable battery charger. In our

design, we place a power bank inside the user’s bag, but we note the possibility of placing one

inside the Streamer’s pocket, and feeding a wire through their clothing. This practice could be too

cumbersome, so ultimately the end-user should be able to choose how to use the device; but, we

find that the power bank is a must-have, instead of a wall charger. The portable power bank will

allow the users to recharge the device in use, instead of having to remove the device and plug it

into a stationary outlet.

Lastly, we add a draw-string bag to our final prototype. The majority of our groups wanted physical

storage of some sort, but none of them wanted to use an entire backpack — the bag should be only

as big as it needs to be. Inside the bag, we plan on placing the portable power bank, but it also

needs to be large enough to fit the rest of the devices (the AR Glasses and the 360◦ camera hat).

Through this design, we are able to support the needs of both major stakeholders. We are able to

provide a viewpoint which enables the Viewer to explore the remote environment at will, while

allowing the Streamer to feel socially comfortable; we took an approach that embeds technology

into pieces of clothing, without sacrificing capability; and we provide the Viewer with ways to

interact with the Streamer beyond simply watching a video feed and talking with their partner.

Through these means, we can create a safe and comfortable telepresence experience that truly

fosters the sense of togetherness that people are craving.
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Applying Value-Sensitive Design in a Novel Domain

We make a methodological contribution to novel interaction research by leveraging co-design to

draft a hardware-based system using a “Bag of Stuff” with “paper dolls” approach [84, 117],

which is typically performed more within social computing/HCI research and with software-based

systems. To our knowledge, ours is the first study in the interpersonal telepresence domain that

uses co-design to let stakeholders identify and select desirable features. Further, we utilized the

VSD methodology to help us identify the human values that should be embedded in a telepresence

prototype, which (to our knowledge) has not yet been applied to this domain. This is particularly

useful because of the vast range of interpersonal telepresence prototypes that are being created

without a complete user evaluation. Given the two distinct stakeholders with values that naturally

conflict and needed to be reconciled, co-design and VSD were well-suited for our study. We were

able to identify compromises between these stakeholders without making it a zero-sum game.

Limitations and Future Work

We recognize that our study is not without its limitations and discuss future work that could help

to reconcile possible shortcomings. First, though our procedure allowed us to collect data from a

diverse set of people and foster thought-provoking discussions, the final designs are representative

of the group, and not the individual. As such, we were unable to capture dissent within a given

group, and more importantly any corrections to the design that those dissenting individuals would

make. Naturally, to receive real feedback for improvement, we conducted a follow-up study in

which we deploy a prototype based on the results of this study (see Chapter 7).

We also note that our results do not generalize to all interaction scenarios. In our study, we specif-

ically asked our participants to create their designs with an outdoor theme park location in mind.
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We found many participant comments to revolve around this criterion, and some of the features

(such as Mickey Mouse ears or sweatbands) will not translate outside of this context. While we

can envision other wearables to replace these context-sensitive features, we cannot speak to the

social acceptability of the future devices.

Next, though previous work has shown how the Streamers of interpersonal telepresence are under-

considered, our study was less sensitive to the Viewers — we did not ask participants to design a

Viewer prototype to compliment the Streamer’s system. While we believe our work is necessary to

swing the pendulum back towards the center, we must remind ourselves that our goal is to identify

ways to support both major stakeholders.

Lastly, we note that our design recommendations involve use of a live-streaming camera while

hiding the device from public eye. We must ask ourselves if this solution, though practical, is

ethical. Our work falls short of identifying the needs of a third major stakeholder for any public

interaction — the third-party bystanders. Previous work has shown that even simple technology

probes with private voice chat can be confusing or even offensive to those collocated with the

Streamer [202, 205], and, to our knowledge, no work has been performed to directly identify how

to balance their expectations within this context. Future work should directly explore third-party

members’ direct expectations for the growth of this interaction paradigm.

Conclusion

In this chapter, we found with our co-design sessions that people want to make considerations for

both major stakeholders, even though they were instructed to take a greedy approach for their own,

single role. The empirical findings here compliment the results of our literature review (Chapter 3),

in that the Streamer’s technology should be as unobtrusive as possible; and, harmonizing with our
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previous chapters, the participants also valued Viewer autonomy, such that they could look around

on their own. However, this reiterates natural value tensions caused by a desire for high capability

with reduced form factor.

Thus, in the next chapter, we describe work in which we built an unobtrusive interpersonal telep-

resence prototype that meets the needs of both stakeholders. We worked to embed as many human

values as possible within our design, as identified through this chapter’s co-design sessions, and,

as the VSD framework suggests, provide iterative investigation into this problem space.
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CHAPTER 7: DEPLOYING AN UNOBTRUSIVE TELEPRESENCE

PROTOTYPE BASED ON CO-DESIGN REQUIREMENTS

Introduction

Having identified the human values that should be embedded into an interpersonal telepresence

system, and having considered the features that can support these values, we aimed at developing

a prototype that would satisfy these conditions. In this chapter, we describe a technological in-

vestigation in which we discuss the steps taken to create such a prototype, and describe a study in

which participant pairs completed an artwork scavenger hunt with our system and a control (see

Figure 7.1). Before conducting this study, we recalled lessons learned in one of our pilot studies;

see Appendix A for our first study in this area.

This chapter is divided into multiple sections. First, we describe the networking, software, and

Figure 7.1: In this chapter, we perform a technological investigation in which we deploy an inter-
personal telepresence prototype that embeds the human values identified in our co-design study.
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Figure 7.2: Using WebRTC, we developed a custom peer-to-peer interpersonal telepresence system
that relies on multiple servers, including STUN, TURN, and signaling servers.

hardware infrastructure that comprised our new prototype, followed by a description of the meth-

ods we used to evaluate this prototype against a control. Next, we describe the results of our user

study, and lastly discuss the significance of our findings.

An Unobtrusive Interpersonal Telepresence Prototype

In this section, we describe our design and development of an new prototype to support inter-

personal telepresence. We discuss the various hardware and software requirements, our design

iterations, and final implementations. See Figure 7.2 for illustration of the system architecture.
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Networking & Web Hosting Architecture

First we discuss the networking and web hosting architecture to support our telepresence platform.

We aimed to build an application that could be accessed by any user with an internet connection,

and, per our identified requirements from Chapter 6, we aimed to be able to stream multiple cam-

eras at the same time. We elected to use WebRTC1 to construct our application. WebRTC is an

attractive solution because with only a simple understanding of the framework, a developer can

rapidly create a custom peer-to-peer application using only high-level functions.

However, there are some networking and server requirements that must be resolved to get a We-

bRTC application to work. Our application relies on three servers and a secure web hosting plat-

form that serves our client-side application. It is beyond this dissertation to detail the protocols

behind the various servers, but, as they are essential to the application, we briefly describe the

purpose for each.

The STUN Server

The purpose of a Session Traversal Utilities for NAT (STUN) server is to tell a device what its

public IP address is; it is useful when a computer is behind a firewall and does not know what ports

can be used to send and receive UDP packets, which are used for audio and video streams. For

our application, we simply harness public STUN servers hosted by Google. There exists (at the

time of writing) a list of public STUN servers that can be used for any WebRTC application (see

footnote2). Some listed servers may not be trustworthy, but we used the publicly available STUN

servers provided by Google to support our application; we did not need to setup our own.

1http://webrtc.org
2https://gist.github.com/mondain/b0ec1cf5f60ae726202e
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The TURN Server

STUN servers alone do not work for every possible scenario, however. If every device is on the

same network, perhaps that would be sufficient; but rarely will that be the case. For our planned

study, we expected to use cellular data via a 5G hotspot, and a STUN server would be insufficient.

This is where the Traversal Using Relay NAT (TURN) server is used, because it helps clients

identify network paths that will let them send and receive audio and video streams. At the time of

writing, we have not been able to identify a list of public TURN servers; we deployed our own, by

leveraging existing open-sourced software.

We requisitioned an Amazon Web Services (AWS) Elastic Compute Cloud server3 and deployed a

Coturn4 server on our instance. We followed instructions described by Kosta Malsev (see reference

[148]) and we were able to get our TURN server online in just a couple of hours. Our AWS account

was assessed approximately $9 USD per month to keep this server online.

The Signaling Server

The final server required for our WebRTC application to function is the signaling server. This

helped us manage users logging into our web application, and it handled transmission of various

messages between users. WebRTC has increased in popularity over the past few years, and there

are some tutorials that help setup a basic application. We followed one such tutorial5 to help us

get started with a Node.js server, but, we needed to change the code according to our needs. We

modified the code to handle various message types, and deployed the server as a free Heroku6

3https://aws.amazon.com/ec2/
4https://github.com/coturn/coturn
5https://www.tutorialspoint.com/webrtc/webrtc quick guide.htm
6https://www.heroku.com
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application.

After deploying and testing the Heroku application, we noticed over time that the server would

stop working. This was due to Heroku automatically putting the server into a “sleep” state; though

it would work again when a user requested the application, it would not remember which users

were logged in. This meant that, if there was a lapse of interactivity between users for some period

of time, the functionality would stop working altogether. To prevent the server from automatically

“sleeping”, we registered our application with Kaffeine7. This free tool automatically pings an

application to keep it online.

The Secure Hosting Platform

With the various servers in place, we simply needed a platform that could host our client appli-

cation, including html, css, and javascript. There are many hosting sites available for use, but we

elected to use GitHub Pages8. In addition to providing a simple and accessible platform for us to

host our web content via the https protocol, which is required for WebRTC to function, it ties di-

rectly to the project repository. We provide a link to our personal repository so that our application

can be used or modified for future projects. The root GitHub repository is found at h2bo.github.io,

but the directory for this project is found at h2bo.github.io/PeerConn/.

With the networking requirements solved and the various servers in place, we just needed to de-

velop our front-end application and Streamer hardware. In the next section, we first describe the

front-end software that was deployed; we follow this with a description of the hardware implemen-

tation.

7https://kaffeine.herokuapp.com
8https://pages.github.com
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Front-End Software Architecture

In this section, we describe in detail the main front-end pieces of the application. We wanted our

app to be usable by anyone, in any location, while allowing us to record the interaction between

the two users of the prototype. We thus implemented 4 main pieces: 1.) a Streamer module; 2.) a

Viewer module; 3.) a Researcher module; and 4.) a Controller module.

Streamer Module

The Streamer module handled the identification and collection of the devices that would be streamed

by the user; it also specified how to handle feedback from the other modules. The first main piece

of this module is the collection and organization of audio and video that would be transmitted to the

other users. Since we wanted to handle streaming multiple cameras — one for each major direc-

tion — we needed a way to let the user tell the system which camera belonged to which direction.

The first step in using this module was to turn on the cameras using WebRTC functionality, and

then select with drop-down menus the direction (front, back, left, right) that each camera faced.

We added a logical check to ensure that none of the directions were repeated. See Figure 7.3 for

Figure 7.3: A screen capture of the Streamer’s client application. The user simply needed to
determine which camera pointed in which direction using drop-down menus.
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illustration.

After specifying the direction associated with each camera, the user would then click the Login

button, registering the user with the signaling server. For simplicity, we predetermined the user’s

login name; the participants did not need to specify any credentials. When the server detected a

successful login, it messaged the Streamer module with this event. The module then automatically

began calling the Viewer module using another predetermined login name. In this way, the only

setup the Streamer needed to perform was identifying which camera faced which direction; but, in

future implementations, the Streamer should also provide their own login name and choose which

Viewer to call.

Viewer Module

The Viewer module provided a graphical user interface to choose and view the desired directional

camera feeds. First, the user clicked a button to login to the page. As with the Streamer module, we

automatically defined the user’s name for our study. After logging in and receiving a request from

the Streamer, the GUI is displayed. The selected feed was maximized on the screen, and a series of

buttons were displayed in a list along the side of the screen; these buttons allow the user to send a

message back to the Streamer module which, upon receiving the message, automatically replaced

the current camera feed with the one the Viewer selected. One additional button was displayed on

this page, allowing the user to take a picture and save it on their local machine. See Figure 7.4 for

illustration.

In addition to receiving the audio and video feed from the Streamer, the Viewer module detected

the user’s microphone and transmitted audio back to the Streamer. This allowed users to have

bidirectional voice communication. Finally, if the Viewer’s connection was disrupted, or if they

accidentally closed the tab, the signaling server would automatically detect this event and inform
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Figure 7.4: A screen capture of the Viewer’s client application. Buttons allowed the Viewer to
choose the camera they wanted to view, as well as take a picture of the current camera view.

the Streamer module; in such an event, the Streamer module would resume calling the Viewer until

they logged in again, to resume the call.

Controller Module

An additional module was developed such that the Streamer user would have an avenue of con-

trolling the stream in more sensitive contexts. This module simply allowed the user to access the

website from their smartphone device and send two messages to the Streamer’ module via button

presses: Pause or Resume.

The Pause button sent a message to the Streamer module which removed the video track from
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the Stream. Audio could still be transmitted and received, but not video. The Resume button

replaced the previously selected video track back into the stream. We added this functionality for

the event that a Streamer would need to pause the interaction without completely hanging up, such

as entering a restroom.

Researcher Module

The final module was a Researcher module which we planned to use to collect and record the

verbal communication between users, and the selected video feed that the Viewer saw. In this way,

we could record the entire interaction that would take place between our participants, which is

useful for when researchers could not be collocated with participants. This module was unused for

our study, but future researchers can leverage it as needed.

Next, we discuss our hardware selections and the iterations of our prototype that were tested before

we reached our final design.

Hardware Design Iterations

Per our co-design requirements, in accordance with our VSD approach, our main goal was to

embed as many human values into the Streamer’s hardware setup as possible; this included making

the setup as unobtrusive, inconspicuous, and inexpensive as possible, while still providing the

viewer with opportunity to explore the environment. In this section, we discuss our hardware

selections and the tested iterations of our prototype before reaching our final design. In total,

we attempted four different designs. We discuss each in their own section below. Each of these

designs used four of the same cameras — Logitech C270 Webcams9 — which we stripped from

9https://www.logitech.com/en-us/products/webcams/c270-hd-webcam.960-000694.html
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the plastic casings and sewed into the fabric of the various clothing and accessories. The cameras

had 60◦ field of view and were USB plug-and-play. We selected this camera because it was easily

detectable by computers and it was relatively inexpensive (at the time of the work, $40 USD). We

did not write our own drivers for this device.

A Hidden Sports Hat Camera Rig

Per our co-design feedback, we first tried to embed camera lenses inside a simple sports hat. We

used an all-black cap because the color matched the camera lenses, and we felt that this would

help prevent the cameras from being detected. The hat was stretch-fit and had a sweatband along

the inside of the cap, which we leveraged to prevent the cameras’ circuitry from making contact

with the user’s skin. We cut holes in the hat’s fabric just big enough for the lens to fit through, and

after positioning / rotating the lenses to be upright, we anchored them into place by sewing black

thread around the board. Four cameras were used to display the front, back, left, and right of the

streamer; see Figure 7.5 for illustration.

We stress-tested our design before deploying it with a user. We ran our application for 90 consecu-

tive minutes with all four cameras turned on, and the prototype worked successfully. However, we

noticed that the front camera was tilted backwards, and the lens thus aimed too far up to be useful.

In addition, wearing the hat for a prolonged period of time was somewhat painful. The electronics

heated up to the point where a burning sensation was felt on the tester’s head, and the electronics

pressed into the skin, even though the sweatband was buffered between the two. A large red mark

was present on the testers forehead at the conclusion of the test.

We thus opted to try a different style of hat; we wanted an accessory that was less rigid than the

sports cap, and we wanted to be able to place the cameras further away from the skin, to prevent

pain and discomfort. We decided to try a boonie hat for these reasons.
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Figure 7.5: The hidden sports cap camera rig. Cameras were embedded on the front, back, left,
and right of the cap.
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A Hidden Boonie Hat Camera Rig

We found a simple, unisex, olive-colored boonie hat that had a breathable mesh on the top, with an

elastic, adjustable drawstring in the back. For the previous reasons, we suspected this hat would be

superior to the sports cap. Instead of embedding cameras between the hat fabric and the sweatband,

we instead opted to anchor the cameras on the outside layer of the hat; to hide them, we sewed

black ribbon around the entire hat, so that it looked natural and would shroud the electronics from

view. Similar to before, we cut small holes in the ribbon for the lenses to fit through, and the same

four camera directions were supported. See Figure 7.6 for illustration.

We stress-tested this design and found that the discomfort was indeed alleviated; there was no

reported pain, and the heat was not felt. However, we did notice a problem that would challenge

any head-mounted camera rigs. As the cameras were tied to the head movements, natural head

nods would pitch the front and back cameras, and roll the side cameras. This meant that the view

for the side cameras would often appear tilted if the user moved their head, such as for looking at

stimuli below or above their eye line. Another problem we encountered was that the camera cables

were visible, and with four cameras mounted on the hat, there was significant visibility that might

cause a user to feel self-conscious.

We took these problems into consideration and reasoned that it might be more appropriate to de-

couple the cameras from the head, and position them closer to the torso. In the next section, we

describe a Backpack Rig with which we attempt to overcome these issues.

A Hidden Backpack Camera Rig

Similar to the previous iterations, we wanted to provide a complete view of the environment with

multiple cameras, but we wanted to decouple the peripheral cameras off of the head. We used a
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Figure 7.6: The hidden boonie hat camera rig. Cameras were positioned on the front, back, left,
and right of the hat, and veiled with black ribbon.
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black backpack and modified it by securing the cameras with thread on the outside of the left and

right pockets, as well as a flap that pointed behind the wearer. Lastly, we secured the front-facing

camera to one of the shoulder straps. Similar to our boonie hat rig, we used fabric to shroud the

electronics from view; we also cut holes in the bag to feed the wires to the computer. See Figure 7.7

for illustration.

As anticipated, the cameras were much more stable, and walking gait did not significantly impact

the pitch or roll of the cameras. The only issue we found was that the shoulder strap camera was

not easily positioned to “look forward”, as individual chest sizes affected the strap’s orientation.

For instance, the camera would often tilt upwards, or off to one side, depending on who wore

the bag. Further, as there was no longer a camera anchored to the forehead, it proved difficult to

identify where exactly the streamer would be looking.

For these reasons, we decided to iterate our design one final time. We combined the boonie hat

and the backpack to form our final prototype.

Final Prototype: Boonie Hat + Backpack Camera Rig

For our final prototype, we used the forward-facing camera attached to the boonie hat, and the

left, right, and behind cameras from the backpack. In this way, a viewer could understand which

direction the streamer would look, and also have additional viewpoints to help understand the

remote surroundings. We removed the other 3 cameras from the hat, such that only one cable was

visible. All of the cameras attached to a USB-C hub, which plugged into a laptop that was stored

in the backpack. See Figure 7.8 for illustration.

Analyzing the prototypes that were represented in Chapter 3, we find that our final design po-

sitions itself between the JackIn Head system, which is a head-mounted multi-lens 360◦ camera
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Figure 7.7: The hidden backpack camera rig. Cameras were positioned on the front strap, back,
left, and right of the bag, and veiled with black material.
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Figure 7.8: The final prototype used in this work. We leveraged the front-facing camera of the hat,
and the back, left, and right cameras of the backpack.
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(see [100]), and an eyeglasses-mounted device which was used by Procyk et al. [202]. Next, we

describe a user study in which we deployed our prototype for pairs of participants, garnering their

feedback toward this system and that of a control.

Methods

In this section, we describe a user study in which we deployed our prototype and had participants

compare it with Skype.

Study Design

We conducted a 2x1 within-subjects experiment, and the only independent variable was Device.

The two conditions were Skype and our custom camera rig. We randomly assigned condition order

and applied counter-balancing. Our study had IRB approval.

Apparatus

For the custom camera rig condition, the streamer was given the backpack and the developed

prototype. We used a laptop with an Intel i7 processor clocked at 2.3GHz, 8GB of RAM, and the

Windows 10 operating system. The laptop had a USB-C port, and to connect the cameras to the

laptop, a compatible 4-port USB hub was used. For internet connectivity, we used a OnePlus Nord

N200 phone to function as a mobile 5G hotspot. To support audio communication, we used Jabra

Elite 3 earbuds that connected to the laptop via BlueTooth; they included an embedded microphone,

and we enabled the pass-through audio mode such that the user could hear their surroundings. The

viewer participants viewed the stream on a Microsoft Surface tablet that had an Intel i5 processor
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clocked at 1.7GHz, 4GB of RAM, and the Windows 8 operating system.

For the Skype condition, we asked that the streaming participant would use their own phone; but

in the event that this was not possible, we let them use our OnePlus Nord N200. The viewer

participant viewed the stream on the same Surface tablet for both conditions. Both participants

simply used the basic features of Skype, which supports audio communication and video streaming

from a laptop’s webcam or smartphone’s built-in camera.

Procedure

The study occurred on UCF’s main campus in Orlando, Florida. The campus is circular in shape,

with a major road enveloping the majority of the buildings (see Appendix D for a map). Our

participant dyads met us at the Barbara Ying Center building, which is located near the southern-

most side of campus, and is separated from the main campus by that major road. After completing

the informed consent process, we issued a demographics questionnaire. Following, we explained

that one participant would need to act as a streamer for both study conditions, while the other

would need to act as the viewer. We let the participants decide how they wanted to assume their

respective roles.

After they determined the roles, we collected photo IDs from both participants, which we held until

the study was complete. We then applied the first condition in a randomized, counter-balanced

order. For the Skype condition, we had the streamer participant call the researcher’s Surface tablet,

and we received the call using the researcher’s Skype account. For the custom camera rig condition,

we showed the participants how the devices operated, and then had the streamer don the hat,

backpack, and wireless ear buds.

We gave the streamer a map of campus, and sent them to complete the task, described below.
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When the streamer left the room, we gave the viewer a map which was marked with the artwork

locations. In addition, we supplied the viewer with a simple website that displayed the artwork that

was needed for the current task iteration. In this way, the viewer knew which artwork was needed,

and where exactly they resided, while the streamer only knew the general layout of campus. We

recorded the interaction with a smartphone camera, pointing it at the viewer and their screen.

After the task was completed, or after 60 minutes elapsed, the streamer was recalled back to the

starting location. When the streamer arrived, we issued a questionnaire to both users that contained

many Likert scale items regarding the experience; each individual had a different set of questions.

We allowed the streamer to have a break, and when they were ready, we repeated the procedure

with the second condition.

When the participants completed the experiment, we conducted a semi-structured interview to

garner their detailed feedback about the conditions. The study lasted approximately three hours,

and at the end of the session, each participant was paid $30 USD in cash.

Scavenger Hunt Task

For our study, the participants needed to work together to complete an artwork scavenger hunt.

Around the UCF campus, there are many art installations and paintings, both outside and indoors.

We selected a subset of these artworks to include in our scavenger hunt task, favoring the outdoor

art to prevent network connectivity issues; in total, we selected 14 pieces of art scattered around

campus, but divided these into two subsets. These two subsets are found in Appendix D.

We did not polarize the artwork into two halves of campus, instead choosing to have the locations

overlap; the presented art subsets were counterbalanced along with condition. This introduces a

learning effect, but it also helps us understand how users behave with varying levels of familiarity.
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To complete the scavenger hunt, the participants needed to work together to guide the streamer to

each piece of art, and the viewer was required to take a picture when the art was in view of the

camera, in a way that closely matched the example picture provided to them. For both conditions,

the viewer had an option to take a screen capture. For the custom camera rig condition, the picture

needed to be taken from the front camera. Our task mirrors that of Tang et al., who used a 360◦

camera mounted on a pole worn by the Streamer, who needed to take pictures of art from certain

angles described by the Viewer [243]. One difference is that our Viewers were tasked with taking

pictures of the art instead of the Streamer.

Dependent Variables

Our participants were given questionnaires after each condition to measure a variety of constructs.

All items were measured on a 7-point Likert scale. In accordance with the findings from our lit-

erature review (Chapter 3), we wanted to ensure that we captured the perceived sense of social

presence from both stakeholders, instead of just the Viewer. We also wanted to measure how

self-conscious our devices made our Streamer participants feel. Lastly, we wanted to understand

benefits and harms associated with each device. We thus applied a variety of constructs in ques-

tionnaires that were given after each condition was complete.

The viewer was given questions to measure the following constructs: Co-Presence, Psychological

Involvement, and Behavioral Engagement operationalized through the Networked Minds Measure

of Social Presence questionnaire [22]; Intention, Usefulness, and Ease of Use, operationalized

through the Technology Acceptance Model [261]; Emotional Expression, Engagement & Play,

Presence-in-Absence, Social Support, and Threat to Privacy, operationalized through the Affective

Benefits and Costs questionnaire [276]; Spatial Presence, operationalized through the Presence

questionnaire [271]; Quality of View (see Chapter 4); and social connectedness (custom items).
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The streamer was given the same questions to measure Co-Presence, Psychological Involvement,

and Behavioral Engagement; Intention, Usefulness, and Ease of Use; Emotional Expression, En-

gagement & Play, Presence-in-Absence, Social Support, and Threat to Privacy; and Social Con-

nectedness. In addition, these users were asked questions regarding their level of Self-Consciousness.

There does not exist an instrument to measure the self-consciousness of a user as a state; we thus

leveraged a trait-based survey from Scheier and Carver [224], and participant quotes from previous

field studies to generate a new instrument. All instruments can be found in Appendix D.

Semi-Structured Interview Questions

After both conditions were completed, we finished the session by administering a semi-structured

interview with both participants simultaneously. We used the following questions as a guide for

our semi-structured interview, but dug deeper on user feedback to help uncover meaning and more

details. See Table 7.1 for a list of questions that guided our interview.

Table 7.1: Semi-structured interview questions used in our study.

(Streamer) Which was easier to use and why?
(Viewer) How could we have improved your experience?

Why did you choose the roles that you chose?
Between the two systems, which did you like better and why?

Which made you felt more socially connected and why?
Which made you feel more self-conscious and why?

Which was more useful and engaging with the environment and why?
If you could redesign the Streamer capabilities, how would you do that?

Were there any other considerations we should have taken?
What type of situation would you use this system and why?

When would it not be useful?
For what context do you think Skype would work better?

For what context do you think the system would work better?
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Table 7.2: Participant Demographics. We recruited eight unique participant dyads, who chose their
own roles.

ID Relationship Role Age Gender O C E A N

1 Married
Streamer 27 F 3.8 2.0 3.0 3.0 3.3
Viewer 30 M 3.0 4.0 3.0 3.8 3.5

2 Friends
Streamer 22 M 3.0 3.3 2.5 4.3 3.5
Viewer 30 M 5.0 3.8 3.5 4.3 2.0

3 Friends
Streamer 25 M 4.3 4.5 3.5 4.0 3.3
Viewer 22 M 3.3 3.8 2.5 4.0 2.3

4 Boyfriend/Girlfriend
Streamer 23 M 4.3 4.0 3.3 4.0 2.0
Viewer 22 F 4.3 2.8 4.3 3.5 3.3

5 Friends
Streamer 26 M 3.5 3.0 1.8 3.5 3.0
Viewer 20 M 4.0 3.0 2.8 4.3 2.3

6 Best Friends
Streamer 19 F 5.0 2.8 2.5 3.8 4.0
Viewer 20 F 4.8 3.8 3.0 4.0 1.5

7 Classmates
Streamer 24 M 3.5 4.0 4.0 4.5 2.5
Viewer 23 M 3.8 2.3 2.3 3.5 2.5

8 Friends
Streamer 19 M 3.8 4.0 2.8 3.3 1.8
Viewer 19 M 3.5 3.3 3.3 4.0 2.8

Subjects

We recruited 10 participant pairs, but one did not appear for their scheduled time, and one other

was canceled due to thunderstorms. Our final participant pool consisted of 8 user dyads. The

demographic data for these users can be found in Table 7.2.

We asked our participants their age, gender, and relationship with their partner, and how expe-

rienced they were with virtual reality technology, conducting live-streams, and watching live-

streams. We also administered the Mini-IPIP [42], an inventory that measures the Big 5 personality

traits with a smaller set of questions.
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Data Analysis Approach

Since we were unable to recruit a large enough sample to run meaningful statistical analyses, we

do not report statistical tests in this work. However, we do report the descriptive statistics for each

questionnaire construct to support the findings from our qualitative analysis.

With the audio and video recordings, we planned on conducting a thematic analysis using a

grounded approach. We first used open coding and subsequently iterated our codes until themes

emerged. We report the major themes that emerged from our dataset. We combine the session ID

with the participant role to provide their quotes; for instance, S1 corresponds to the Streamer from

session 1, and V8 corresponds to the Viewer from session 8.

Results

In this section we present results of our study. First we present the descriptive statistics of the

questionnaire data, followed by the emergent themes from our qualitative analysis.

Descriptive Statistics

Descriptive statistics for the questionnaire items can be found in Table 7.3. Though we do not have

enough data to run statistical tests, we do see the data hint towards differences and comparability

within the more compelling constructs. In the Prototype conditions, our Viewers reported a much

stronger sense of co-presence than the Streamers, and this sense of co-presence was stronger for

both stakeholders in the Skype conditions. While our Viewers seemed to strongly desire the Proto-

type due to it providing better viewing angles than Skype, the Streamers were not so enthusiastic.

The Streamers, on average, felt more self-conscious using the Prototype, but we find that the scores
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Table 7.3: Descriptive Statistics of the questionnaire indices

Construct Condition
Streamer Viewer

M SD M SD

Co-Presence
Prototype 3.9 0.4 4.9 0.6

Skype 4.3 0.7 5.1 0.8

Psychological Involvement
Prototype 4.9 0.6 5.6 0.3

Skype 4.8 0.9 5.2 0.5

Behavioral Engagement
Prototype 5.8 0.7 6.0 0.9

Skype 5.5 0.7 6.3 0.3

Intent to Use
Prototype 4.7 2.0 5.7 1.6

Skype 5.0 1.8 4.4 1.8

Usefulness
Prototype 5.0 1.5 5.3 1.2

Skype 5.2 1.9 4.5 1.0

Ease of Use
Prototype 5.3 1.7 6.3 1.1

Skype 5.1 1.7 5.6 0.7

Emotional Expression
Prototype 5.0 1.0 4.3 1.6

Skype 5.1 1.2 4.1 0.8

Engagement & Play
Prototype 5.3 0.9 5.5 1.3

Skype 4.9 1.5 4.7 1.5

Presence-in-Absence
Prototype 4.5 1.2 4.8 1.2

Skype 4.5 1.2 4.3 1.0

Social Support
Prototype 4.4 0.9 4.3 1.7

Skype 4.7 1.3 4.0 1.4

Threat to Privacy
Prototype 2.8 1.3 2.2 1.5

Skype 2.8 1.4 2.6 1.9

Social Connectedness
Prototype 4.5 1.0 4.9 1.0

Skype 4.9 1.0 4.4 0.9

Self-Consciousness
Prototype 3.4 1.5 — —

Skype 2.3 0.9 — —

Spatial Presence
Prototype — — 4.9 0.5

Skype — — 4.3 0.4

Quality of View
Prototype — — 4.7 1.7

Skype — — 5.1 1.8
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for both conditions were not indicative of a severe problem in this regard. As we discuss in the next

section, our participants still liked the idea of an unobtrusive multi-camera rig for many reasons.

Qualitative Analysis

In this section, we present the qualitative findings that emerged from our dataset. We first discuss

device preferences, and provide reasoning behind these choices. Next, we describe how well

our Streamer participants’ social needs were supported per condition. Lastly, in accordance with

the identified value tension of autonomy, we describe how our Viewer participants perceived the

varying ability to explore the remote environment.

User Autonomy Supported: Participants Preferred Prototype

Six of the eight Streamers preferred to use the custom prototype to perform their role, and six of

eight Viewers preferred to use the prototype to receive the stream. The primary reason Streamers

preferred the prototype was because their hands were freed (4/8):

“Definitely the [prototype], because its hands-free. Meanwhile when using Skype, I

had to hold my phone most of the time. Sometimes I’d put it to the side, but I only had

one hand free, compared to the system where I was totally free” -S5

This was particularly the case for three Streamers who rode their bike or skateboard around cam-

pus. Other reasons for selecting the prototype included providing a more socially acceptable

paradigm (1/8) and a more socially connected experience (1/8). The two Streamers who preferred

Skype indicated that it was more lightweight (1/8) and that there were fewer adjustment issues

(1/8).

197



The primary reason Viewers selected their preferred device was quality of view. For the six of eight

participants who preferred the prototype, they enjoyed being able to select the various viewing

angles because it offered something they could do autonomously, while providing ability to explore

the remote environment:

“From my perspective, I prefer the system. First you can see a lot of point of views,

you get the right angle, left angle, front and back; it is really useful if you want to

identify some stuff around you.” -V5

However, the participants who selected Skype as their favorite also pointed to quality of view as

the major point for their decision. One noted that their streaming partner did not do a good job

aligning the front camera with what they wanted to see, while the other noted that the brim of

the hat got in the way of the camera; this group participated on a particularly windy day and the

streamer used a bike, so the brim flipped upward often.

“I might say [I preferred the] prototype, but as he was going on cycle, I couldn’t see

the front camera because the hat flipped up. If he walked, I might recommend the

[prototype]. But for what we just did, I would prefer the Skype.” -V7

Our participants described their preferences in multiple ways, but they generally selected the pro-

totype as their preferred device because it supported their autonomy — the Streamers’ hands were

kept free, and the Viewers were allowed to explore on their own. They also showed us through their

actions and behaviors different reasons why each system has their advantages and disadvantages.

In the following sections we dig deeper into the major themes that emerged in our dataset.
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Image Misalignment Causes Frustration and Self-Consciousness

One of the advantages Skype had over our prototype was that the Streamer could sometimes have

visual feedback of what they were pointing the camera towards. Some participants chose to use the

front / selfie camera to complete the task, but others used the phone’s back camera — this meant

that, when they wanted to show the art to their partner, they could see exactly what their partner

was seeing. This feature was missing in our prototype system, and it caused frustration because

the partners had significant difficulty completing the task, as evidenced by our participants’ in situ

communications:

“Move towards the right a little... two or three steps forward... now move your head

towards left... more left... a little left... move your head towards left. Rotate your head.

A little right... OK that’s it.” -V3, Prototype

All of our participant pairs encountered this problem, though only 3 of the pairs verbalized this in

our interview process:

“With the [prototype], I was frustrated a little bit. She said ‘Put the hat down!’ and

I’m like, ‘I am!”’ -S4

In addition to adding frustration, this misalignment problem also caused some participants to feel

more self-conscious. Since aligning the cameras for the perfect photograph of an art piece some-

times took upwards of ten seconds, and the camera angle needed constant correction, this brought

on a sense of awkwardness:

“[People were thinking:] ‘she’s still talking to herself; do we call someone? She’s
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just like standing in the grass right now... looking around weirdly... just circling

sculptures.’ Literally I was just there staring creepily with a backpack.” -S6

This sense of self-consciousness was thus induced because of a lack of features; however, as we

show in the next section, a simple design decision like the style of hat was enough to make many

Streamers feel even more conscious about their looks.

Streamers Desire Prototype Customization

One of the most pronounced themes from our dataset was that every individual Streamer wanted

something different to meet their needs. While the backpack and the three peripheral cameras were

met with high praise, the boonie hat was met with an array of disapproval. Only one Streamer

thought that this hat was a good choice. The others voiced their own opinions of what hat (or other

accessory) should be used instead, including a sports cap, no hat, a jacket-embedded placement,

a backpack-strap, shirt pocket, harness, and eyeglass cam. In addition, participants noted that any

given accessory can not possibly be appropriate for every given scenario:

“I think it should be customized, so that if it’s rainy season, you could wear a different

hat, and if it’s sunny, normal hats could do a really great job. Sports cap, so it doesn’t

feel weird... and the boonie hat feels weird” -S3

“You should have like 3 different options: casual, professional, and sport” - V6

We even found some discrepancy within the individual participant pairs:

Researcher: “Is there a better piece of headwear that you’d prefer?” S4: “A fedora.”

V4: [rolls eyes and makes a face] “Who wears Fedoras?!”
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To further investigate the problem of self-consciousness in public, we polled our streamer partici-

pants during the exit interview if they encountered any instances where bystanders stared at them

or made them feel uncomfortable. Most of the time, participants responded that they did not partic-

ularly feel like they were being watched, but, using Skype brought more attention to the Streamer

than the prototype:

“People definitely noticed. The responses to that notice was different though. I would

say people were a lot more subtle staring at me in the prototype, but whereas when

I was recording [with Skype], people tried to photobomb me... Some people tried

ducking under, they were all apologetic, I felt bad.” -S6

These types of interactions were rare with our prototype, so it does seem that we achieved what we

were aiming for — a less noticeable interaction style; yet as most of our participants indicated, our

singular prototype did not meet their needs completely. Most of them wanted our device to have a

different form, and the boonie hat that we used did contribute to their self-consciousness. This, in

conjunction with the visible wire that connected the camera to the USB hub, was the main cause

for our participant’s level of self-consciousness.

Freedom of Exploration Provides More Engaging Interaction

Asking our participants about which device helped foster a sense of togetherness, we found that

both were able to provide this feeling in their own way. Skype’s innate video chat features allowed

both users to see and hear each other, which was the primary way our users were able to feel co-

present. Our custom prototype did not allow the users to see their partners’ face, but, they still had

a sense of co-presence, though in a different way than Skype:
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“I would actually say that [with the prototype] it felt a little more like a mission, like a

task really we’re completing together, whereas [Skype] was more like him telling me

a place and then I go there” -S8

“When I’m personally looking at a computer screen and I see that person, and that’s

where the audio is coming from, my brain is like, OK, there’s a level of this that isn’t

sincere or real because this a video call; but if I don’t see the video, then it’s almost

more like you are in my head, so it feels more personal. My brain can’t automatically

associate “this is a call”. -S6

Other participants noted that one of the weaknesses of our prototype was that users were not able

to see each other. Though the Viewer could see their partner’s surroundings, they were not able to

see the reactions and facial expressions of their partner, which is something that users desire.

While our prototype did not enhance the sense of co-presence among participant pairs, it did pro-

vide a better viewing experience, and helped to keep the users engaged with each other. During

navigation between the different pieces of art, we constantly observed Viewers pressing the but-

tons to explore the peripheral cameras, which, by allowing them to see more of the environment,

provided them with more opportunities to comment on the remote surroundings and keep conver-

sations going. In contrast, when Skype was employed, we observed many instances where the

Streamer needed to put the smartphone down due to their arm tiring, or to concentrate on naviga-

tion — this was particularly true for the individuals riding their bike or skateboard, who needed to

focus on steering. When the phone was put into their pocket or otherwise placed into a position

that did not offer exploration, we observed the Viewer participants turning on their own personal

smartphones to check text messages, social media posts, or other distractions that did not relate to

the study. Here, the participants wanted to fill the gap between task locations, because there was

nothing else to see or do.
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General Discussion

In this section, we provide a general discussion of our findings and position them among previous

literature.

Prototype Enhancements Required

Though the majority of our participants verbally expressed their preference for our prototype, we

acknowledge that there are still improvements that can be made. Both roles encountered frustra-

tion when the participants needed to align the camera to take a picture, and this can be alleviated

in part by including additional features. Visual feedback was requested for future iterations, and

some participants suggested the incorporation of inconspicuous Augmented Reality devices such

as Google Glasses to tackle the problem. Such a device could include a simple window to display

a graphical overlay of the active camera such that the Streamer would know what their partner sees

at any given time. Further, these low-profile devices would support the value of social acceptabil-

ity. Another alternative is the addition of a module which the Streamer could use on their own

smartphone device to preview what they are streaming.

One weakness of augmented reality glasses is cost; currently, the inclusion of such a device would

significantly increase the price of our prototype. As such, other avenues should be considered.

Although our camera rig is a pseudo-360◦ device, it does not capture the entire environment. Wider

lenses would help approach this true panoramic view, which would also provide the Streamer with

a buffer, so that they could focus less on achieving a completely aligned image. This would in turn

help to alleviate the behavior-induced sense of self-consciousness. Previous work using true 360◦

cameras mount them on a pole [243] or embed lenses in a rigid bracket [105], which does not meet

our needs; but, future designs might find it possible to apply wider lenses and a stitching algorithm,

203



such that the Viewer will miss less of the environment.

We also find that our participants desire a way see the face of their partner. Using an augmented

reality display, a graphic overlay could toggle to show their partner; likewise, using a smartphone,

the prototype could include this feature in the same manner as basic video chat. This feature would

boost the users’ sense of togetherness while interacting, and as it is optional, it would allow users

to choose how they want to interact with their partner, particularly if the social landscape changes

around them. Though it is simple to capture the facial reactions of the Viewer, it is more difficult

to do so for Streamer’s face; after all, that would require yet another camera far enough away from

their body — but, this seemingly contradicts the purpose of the prototype, which is to provide an

unobtrusive streaming setup.

One Size Does NOT Fit All

One unexpected result was our participants having very strong opinions towards the fashion of the

hat. Though the boonie hat was unisex and seemingly appropriate for an outdoor excursion, we

found that many participants simply would not wear that style of hat, or any hat in general. One

of the limitations of our study is that we provided a singular prototype to our users, expecting that

most would feel comfortable with it. The opposite was true; while the backpack and peripheral

cameras were met with acclaim, the hat and primary camera were perceived negatively. This likely

was a direct influence on the scores of our questionnaires. In this respect, we failed to create the

prototype that was designed by our co-design participants (see Chapter 6). In our next iterations,

we plan on developing wearable attachments that can be easily added to any given hat, or other

accessories that can be used to anchor a front camera; in this way, any user could select the style

of device that best suits them.
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Knowing What “Over There” Means

In previous literature, one of the common themes is that users often do not know where their partner

is looking. For instance, with a dismounted 360◦ camera in the loop, Viewers may make reference

to specific stimuli, but gestures such as pointing and head nods are unseen because Streamers do

not have an accessory to display this feedback [205, 243]. Additionally, as these 360◦ cameras

are not coupled with the head, the Viewer is unable to immediately understand which direction

their partner is looking. There are two different forward headings — one for the head, and one for

the body; and if the Viewer and Streamer have different ways of communicating and interpreting

directional feedback, the problem is exacerbated even further. If a Viewer would say “look to your

left”, the Streamer might wonder, “which left do they mean — left of the body, or left of the head?”

Our prototype helped, in a way, to alleviate these issues, as the front camera allowed the Viewer to

know exactly where the Streamer was looking at any given time. This is not to say it is impossible

for users to discern headings when viewing a 360◦ cameras; Lee et al. [134] combined one with a

regular camera to allow the Viewer to see the complete remote surroundings, while also having a

window that showed exactly where the Streamer was looking. Our prototype works similar, in a

much less obtrusive manner. We find that Viewers using a prototype such as ours will have their

desire for autonomy supported, and they will also be able to quickly identify the forward heading of

their partner by simply switching to the front camera coupled to the users’ head. By decoupling the

peripheral cameras from the head and attaching them to the user’s torso, we were able to achieve

better understanding between users while still providing a relatively inconspicuous setup.

Most of the works in this space that aim at enhancing the viewing experience typically use one

camera, whether it is a 360◦ device or not, but we find that the inclusion of multiple cameras

helps to solve this problem. For instance, Kim et al. [115] used multiple smartphones, to enhance

regular video chat with a second view of the remote environment — one was handheld, and the
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other was coupled with the torso. Likewise, Young et al. [278] deployed a coupled smartphone and

360◦ camera. Using an application on the smartphone, each user could see where the other was

looking within a shared view of the environment. Our prototype follows these designs, in a way,

by providing multiple cameras — one coupled with the head and others coupled with the torso —

and we suggest the use of such designs to help the Viewer know where their partner is looking.

Limitations and Future Work

We acknowledge our limitations. Foremost is the bias in the responses we have received. While

we wanted to understand how various user personalities affected behavior, the participants who

volunteered for our study are likely more extroverted or less neurotic than the ones who would not

volunteer; in other words, we have an inherit sampling bias. We also do not have enough data to

report statistical findings, including correlation tests. We thus were unable to measure how user

personality influences their decision-making processes. Further, the task duration was relatively

lengthy, and as it was a within-subjects design, there was certainly a physical toll exacted from our

Streamers. Some participants might have felt more comfortable with our hands-free system due to

their personal strength (or lack thereof). We did not measure physical attributes of our users, but

we do suspect that the weight of our prototype influenced responses; for instance, one participant

ran around campus in a display of physical aptitude, while others walked and required a substantial

break before the second leg of the trial.

Apart from difficulties in study recruitment and execution, we acknowledge that our results cannot

generalize to every possible use scenario. Our study was conducted outside, in Florida, during

sunny weather; we cannot say for certain that our devices would be appropriate indoors, or in cold

or rainy weather, or in other parts of the world. We would expect that a prototype such as ours

would be met with much hesitation during more formal settings, or in private spaces. As such,
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additional work should be conducted with alternative venues and use cases in mind.

We also note that our prototype, though based on values expressed in a co-design setting, did not

completely meet the needs of the Streamers; due to varying sense of fashion, our singular accessory

was met with some apprehension. We envision an array of telepresence devices that would allow

any given individual to pick the devices that meets their own personal needs. Future work in this

space should be conducted at the intersection of human-computer interaction and fashion, towards

customization and accommodation of multiple scenarios.

Conclusion

In this chapter, we constructed a new interpersonal telepresence prototype that was based on human

values identified by our co-design sessions, which in turn was influenced by previous literature in

this space. By embedding cameras inside clothing and accessories, we were able to achieve a

low-profile camera rig that still offered more opportunity to explore a remote environment than the

baseline of video chat. However, there is still much work to be done towards supporting Streamer

individual differences.

We find that our prototype is less obtrusive than a smartphone, but it is not usable in every situ-

ation. Our work is specific to shared, outdoor experiences in an informal setting, but individual

differences directing fashion choices need to be considered in future iterations of devices such as

ours. In the next chapter, we highlight the overarching themes and findings of this dissertation,

providing design recommendations and avenues for future investigation.
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CHAPTER 8: CONCLUSION AND FUTURE RESEARCH

In this dissertation, we describe multiple investigations into human values that should be supported

by interpersonal telepresence designs; see Figure 8.1. We opened with a survey of the relevant

literature in this space, highlighting the state-of-the-art and the significant problems that stand in

the way of its ubiquity. We noted that there was an overabundance of works approaching the

topic from a technical perspective, but a lack of work that focuses on the needs of the end users

— specifically, we found that some streaming users felt socially unacceptable and self-conscious

when using devices, including simple video chat applications. To help rectify this situation, we

aimed at taking a human-centered approach to create guidelines for design. Our two VR-based

studies showed that even simple design decisions in this space such as where to place the camera

on one’s body can cause a value tension between the stakeholders of interpersonal telepresence.

Figure 8.1: Using the VSD framework, we provided a series on contributions to the telepresence
field. We reviewed the literature in this space, demonstrated how simple design decisions can
cause value conflict, identified human values that should be embedded into future technologies,
and evaluated a prototype that embeds these human values.
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Further, where many efforts suggest the use of a device or technique that fits the “average” user,

we find that individual differences must be supported in this space if it is truly going to become

ubiquitous.

With our co-design study, in which prospective live-streaming users were asked to provide their

input to interpersonal telepresence prototype design, we were able to identify human values that

should be embedded into a telepresence system, including a reduced social and physical burden on

the streamer; however, to accommodate these values, a system should support multiple interaction

styles, such that the user can choose how to use it. Lastly, we developed a prototype based on user

feedback and deployed it in the midst bystanders; we found that users each had their own idea of

what the system should look like, indicating that any given device cannot meet the needs of every

end user.

While each of the studies described in this dissertation had their own set of discussion points, we

found that there were recurring themes that echoed across each: a heavy desire for customization,

and the desperate need for an ethical discussion. In this concluding chapter, we discuss our plans to

tackle these two themes such that we can truly balance the user experience for mobile, one-to-one

interpersonal telepresence.

Customization is Key

This dissertation shows in every chapter how we need to take a human-centered approach to de-

signing telepresence systems. While findings of the past propose application of a “one-size-fits-all”

solution, we show that, in this domain, we need to give power to the actual users of the technolo-

gies we are designing. It is not enough to design a prototype that we believe is suitable for the

masses; rather, it has become clear that we need to give power to the people who want to use these.
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Thus, in the future, we plan on developing a toolkit that shows users how to develop their own sys-

tems. Following previous maker culture work, our toolkit will provide a suite of materials, tools,

and instructions, such that any given user could create a telepresence system that would work for

them (see [88, 236]). For instance, Jelen et al. [89] developed a toolkit to support elderly citizens’

learning of newer fabrication technologies, and Kazemitabaar et al. [109] developed one that al-

lowed children to create interesting wearable devices while learning skills that bolster their STEM

education. Hartikainen et al. [74] describes that maker culture can be used to enrich the lives of

vulnerable and marginalized populations. Research has shown how maker culture and develop-

ment of new toolkits can help propagate technical skills to populations who traditionally do not

have access to that type of education, and we expect that we can leverage such toolkits or create a

new one, such that prospective users of interpersonal telepresence can develop a device that would

meet their personal needs.

Another boon of helping a user construct their own prototype is that they might appreciate it more

than ones that are made by others; a documented phenomenon, the “IKEA effect” shows how

humans appreciate and prefer things that they personally build [185]. Previous work in maker

culture space has referenced this psychological effect, demonstrating that even simple, low-quality

prototypes deserve their makers’ appreciation [89, 107]. We hypothesize that constructing one’s

own telepresence devices would also help alleviate their sense of self-consciousness because they

would use a device that they created; and, if two users build a complete interpersonal telepresence

prototype together, it might also increase their connectedness while using it, since it is a device

and/or program that they worked on together. Thus, we find it critical to let users have the power

to design and build a telepresence system that works for them. We plan on initializing a research

program in which we investigate the creation of a physical hardware toolkit, such that any user

could construct their own wearable telepresence prototype; and, as part of this effort, we plan to

continue development of our software platform such that the users’ hardware could easily be used.
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This includes the modularization of our platform, so that users can develop and customize their

own viewing experiences.

Towards Supporting the Third Stakeholder: Bystanders

One of the limitations of our work — and that of this research space in general — is a lack of

attention given to the bystanders who might be collocated with a Streamer. As noted by previous

researchers, the literature in this space to address this concern is essentially nonexistent [205]. The

research community is still pondering how to balance the user experience of Viewers and Streamers

with the social well-being of these Bystanders. In the United States, federal law protects the right

to record others in public — the legal view is that there is no reasonable right to privacy in common

spaces [124, 239]. However, we must still ask how, as researchers, we can support these users, to

ensure that all parties are satisfied. One way to do this is by including them in design decisions;

similar to how we conducted our co-design sessions in Chapter 6 to give power to the Streamers

and Viewers, we can give a voice to this stakeholder as well.

As users in the studies of our previous two chapters pointed out, telepresence devices can be used

in nefarious ways. Is it an issue if the bystanders never know they’re being recorded? Do we have

a moral obligation to consider their privacy, if our devices will only be used in public? How can

we ensure that people only use these devices in appropriate ways? What should we plan on doing

if a user breaches the social contract? Who bears the responsibility for ensuring safety of all users?

These questions remain unanswered in this dissertation, but these types of questions can guide

future work aimed at providing a balance between all stakeholders. In addition to conducting this

type of work, we plan on organizing a workshop or panel in which a diverse set of HCI researchers

can discuss these ethical concerns. By approaching this problem from multiple angles, we can

triangulate best practices and recommendations for future iterations of telepresence devices. While
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we do not anticipate the generation of a rigid set of guidelines, we do suspect that we can uncover

considerations that can be supplied to future researchers.

Final Thoughts

In this final paragraph, somewhat strong opinions are presented; thus, I switch to first person to en-

sure these thoughts only represent my own. After finishing the literature review of the interpersonal

telepresence space (Chapter 3), I couldn’t help but wonder — with all of the various prototypes

described in the literature, why don’t we see them deployed in society? Especially during times of

COVID-19, I would expect that loved ones would want to share remote experiences together, yet

a platform to support such an interaction did not emerge. I suspect it is because these devices and

applications are simply not attainable, and in some cases, they are not desirable. In my opinion, we

as a research community have been missing the mark with our efforts. While there is substantial

value in technological advancements, I feel that it is now more appropriate to focus on fostering

human-centered values with what we have. That is why I plan on open-sourcing my software

platform used in Chapter 7; anyone who could benefit from this work should have it available to

them. I also truly plan on conducting the aforementioned future work. It is time to put power in

the hands of the end users so they can create and share wonderful experiences with their loved

ones. With this dissertation, I hope to influence the next wave of telepresence designers; we have

an opportunity to do good for the world — let’s not let it go to waste.
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APPENDIX A: PILOT STUDY: TOWARDS BALANCING VIEWER AND

STREAMER NEEDS DURING INTERPERSONAL TELEPRESENCE
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The following is a pilot study that we conducted for interpersonal telepresence in 2017. This is

based on a work that has been previously published:

Pfeil, K.P., Kapalo, K.A., Koh, S.L., Wisniewski, P., LaViola, J.J. (2021). Exploring Human-to-

Human Telepresence and the Use of Vibro-Tactile Commands to Guide Human Streamers. In:

Chen, J.Y.C., Fragomeni, G. (eds) Virtual, Augmented and Mixed Reality. HCII 2021. Lecture

Notes in Computer Science(), vol 12770. Springer, Cham. https://doi.org/10.1007/978-3-030-

77599-5 15

Introduction

Telepresence is the ability to perceive and/or interact with a remote environment, as if actually

there. Originally conceived by Minsky in 1980, it has been hypothesized that telecommunications

can provide an avenue for a worker to perform a task from across the globe using a natural, egocen-

tric point of view [159]. While this ultimate telepresence experience has not yet been fully realized,

we have seen immense technological advances in that direction. For instance, the combination of

360◦ cameras and virtual reality (VR) head-mounted displays (HMDs) allow an individual to ex-

plore a remote environment with a greater sense of immersion, or a sense of being enveloped in

an interaction (see [235, 271]), than ever before. To facilitate mobile exploration, the robotics

field has brought forth wheeled platforms which can be piloted through a simple graphical user

interface (GUI) [125]. However, these robots are typically constrained to a particular, pre-planned

environment such as conference venues [182], hospitals [45], and sidewalks [78], as they still have

problems in navigating difficult terrain.

To circumvent this difficulty, and to provide a more interpersonal experience, some researchers

have hypothesized that the robot can be replaced with another human (called Streamer). This con-
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cept of interpersonal telepresence has recently emerged, and the HCI community is examining its

benefits and detriments. However, we have still seen the implementation of interpersonal telepres-

ence in the wake of the recent COVID-19 pandemic, which has forced worldwide communities to

practice social distancing. For instance, the Faroe Islands conducted telepresence experiences by

having a Streamer walk about the islands while remote users directed them where to go [3]. Ad-

ditionally, some researchers suggest that we might even see this concept provide a new avenue for

job creation; one person could perform tasks while being directed by a remote user. Misawa and

Rekimoto describe a “physical body marketplace” [162], where the Streamer’s role is equivalent

to ride-sharing drivers (e.g. Uber and Lyft).

It is this style of interaction that thus influences our research interests. While numerous previous

works have focused on the user experience for the Viewer (the person watching the video stream),

we note that the user experience for the Streamer has been woefully understudied. One consid-

eration is the Viewer may not have the ability to pick their partner, or perhaps they will share a

Streamer’s service with other Viewers simultaneously. As such, verbal guidance might not be de-

sirable, or even possible. To help tackle this problem, we draw from Teleguidance literature, in

which researchers evaluated vibro-tactile devices (in this work, we use the shortened term VibTac).

These devices use feedback in the form of vibrations to convey information (such as directional

commands), and they have been shown to succeed for guidance and navigation as primary or aux-

iliary communication channels [37, 108, 155, 157]. We suspect that they are suitable for use in

interpersonal telepresence as well.

Therefore, in this work, we explore this concept with a lab-based study with which we gather

feedback from 16 participants regarding a telepresence setting using VibTac devices. We describe

a prototypical interactive system that allows a Streamer to give a live-streamed tour to a Viewer,

who in turn can provide navigational commands in the form of tactile cues through a VibTac belt

or hat. Additionally, we surveyed 30 other observers to help understand their how the third-party
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perceives this style of interaction. Our primary research questions include the following:

• RQ1: What types of VibTac devices are preferred by Streamers?

• RQ2: How do third-party members perceive interpersonal telepresence interaction?

• RQ3: What scenarios would benefit from interpersonal telepresence?

We found that our participants did not have a particular preference between our VibTac devices,

though the navigational commands were more strongly felt with our developed hat. Additionally,

our participants responded that, although they were comfortable acting as a Streamer, they were not

particularly energized to be one. Lastly, observers were somewhat comfortable being collocated

with a Streamer, although they felt a greater sense of trust in the Streamer than they did in the

remote Viewer.

Related Work

Telepresence Streamers have been leveraged in a variety of projects, but we have yet to understand

how humans truly regard this role. In this section, we review the relevant literature at the intersec-

tion of interpersonal telepresence and VibTac interfaces, and discuss our unique contributions to

the telepresence community.

Interpersonal Telepresence

Interpersonal Telepresence is a fairly new concept, as the technology and infrastructure to support

this kind of interaction has just recently emerged; but, we have seen many projects that in part help

to realize this concept. The JackIn system by Kasahara et al. shows how the use of omni-directional
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video cameras worn on the head by Streamers can give Viewers an immersive avenue to explore

remote environments [100, 102, 105]. Here, the Viewer typically utilizes a VR HMD, granting the

ability to explore the environment through natural head rotations. Pfeil et al. investigated how high

a camera could be placed, and found that camera height is not a significant factor to consider for

telepresence design [195, 196]; thus, this interaction could be enjoyed by broad audiences. Even

a simple live-streaming device, such as a mobile phone, can provide an adequate view, as with

the Polly system which is mounted on a Streamer’s shoulder [116, 122, 123]. Here, though the

Viewer does not wear a VR HMD, they can change the viewpoint by controlling a gimbal that

holds the camera, through a GUI. Between these two projects, the Viewer has either a first-person

or third-person point of view in relation to the Streamer. The latter allows for a more personable

connection between the two users, but this may or may not be desirable, as the Streamer could be

a friend or family member, but they could be a stranger.

Some researchers have explored who can be a Streamer. Ishak et al. deployed a technology probe to

the university classroom [87]. Here, the authors found that students would be interested in having

their friends act as live Streamers, but there were reservations in having strangers be these proxies.

This concern was in part addressed through works by Misawa and Rekimoto, where Streamers

wore a tablet on their head, to display the face of the Viewer [161, 162]. Here, the Streamer did

not interact with the environment, except as instructed by the Viewer’s audible instructions. In this

way, there was an illusion that the Viewer was actually in the remote environment. The authors

suggest that the optimal Streamer would be someone known to the Viewer, and someone who has

similar physical traits, so to enhance the illusion.

One of the problems in the interpersonal telepresence literature is the common finding that the

Streamers feel socially awkward when other people see them using this technology [115, 198, 205].

In all of the above examples, the devices are clearly identifiable by third-party users, resulting

in this awkward feeling. It is thus important to find a way to balance user experience for both
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members. Baishya and Neustaedter envisioned a way for long distance couples to increase their

togetherness using always-on video chat [14]. Here, a smartphone was placed in the shirt pocket of

both users, with the camera facing out. In this way, it was inconspicuous to third party observers,

although the opportunity to explore the remote environment is stymied because of where the cam-

era is placed. As such, there is work that must be performed to reach an acceptable balance of user

experience between all parties involved.

In our research, we extend prior work by letting a Viewer command a Streamer through the use of

VibTac devices. Our work is similar to that of Misawa and Rekimoto, in that the Streamer is asked

to follow specific commands given by the Viewer [161, 162], and our technology probe is not

unlike that of the Faroe Islands remote tourism application [3]. However, our prototype devices

were designed to be inconspicuous, by embedding them into clothing. Our work contributes to

the telepresence literature by providing an understanding of Streamer’s perception of interpersonal

telepresence devices, and to understand how comfortable they are with the general interaction style.

Vibro-Tactile Interfaces

VibTac interfaces have been studied in the past, commonly in the form of belts [155, 238, 252, 257];

but there have also been others in the form of vests [156], helmets [174], head bands [29], caps

[108], and even socks and shoes [157]. They have been integrated into user interfaces to support

the visually impaired; for instance, McDaniel et al. described their belt prototype in an effort to

convey where other people were, in both direction and proximity [155], and Wang et al. developed

a belt that provided directional commands to help users navigate around obstacles without a cane

[265]. In these implementations, computer vision techniques are used to identify detect people and

obstacles, and to calculate a route around them.

However, algorithms do not operate at 100% accuracy. It is sometimes recommended to have a
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human-in-the-loop (HITL) interaction, so to leverage human expertise and correct problems when

algorithms make mistakes. Scheggi et al. proposed an HITL system in which a remote expert could

view the surroundings of a visually impaired person, and provide real-time feedback in the form

of vibrations [223]. Our work is inspired by this prior work, to help understand if VibTac devices

can be used for general telepresence use. There is not a wide range of consumer-grade VibTac

wearables, so we developed two simple devices; one is a belt similar to Tsukada’s ActiveBelt

[252], and the other is a hat based on a reduction of Kaul’s HapticHead device [108]. Literature

does not seem to point to optimal tactor configurations, so iterative development helped direct our

design of these devices. In this research, we elicit Streamer feedback to the VibTac belt and hat, to

understand which provides the clearest set of instructions.

Prototype System Design

We developed a custom live-streaming application in Unity3D; Unity’s multiplayer service allowed

us to easily transmit data over the network. To provide visuals, we used the Ricoh Theta S 360◦

camera, which supports live streaming. The camera was mounted to a backpack rig, giving an

overhead view of the Streamer, similar to the work by Tang et al. [243]. We modified FFPLAY1

code and used it as a DLL in Unity. A script decoded the live, equirectangluar video frames,

turned them into RGB values, and mapped them into a spherical image. We were able to achieve

a streaming rate of 30 frames per second with approximately 1 second of latency. Using a virtual

reality head-mounted display (HMD), or by simply click-and-dragging with a mouse, a Viewer

could manipulate the viewpoint to any desired angle. See Figure A.1 for a visual of the hardware

worn by the Streamer; this consisted of a backpack rig, the pole-mounted camera, a VibTac device,

and a laptop to send and receive data over the network. The total weight was approximately 20lbs

1https://ffmpeg.org
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(9.1kg).

The VibTac devices we developed were a belt and a hat (see left section of Figure A.1). Each

utilized four coin vibration motors that were sewn into the clothing and interfaced with an Arduino

Uno, which was programmed to read serial port data. The Uno was plugged into the Streamer’s

computer via USB, and Unity’s multiplayer service allowed us to easily transmit commands. When

activating the motors, we used 3.3V (output of the digital pins), as we found 5V to burn the motors.

The motors did not make direct contact with the body, and were veiled behind a layer of fabric.

This is in accordance with the findings by Kaul and Rohs, that direct contact could cause marks

on the skin of the user [108]. Our navigational commands were similar to those used by the Faroe

Islands remote tourism [3]; we simply needed our devices to convey four commands - Go Forward,

Go Backward, Turn Left, and Turn Right.

For the belt, the mounted motors were sewn into an elastic band that used a belt buckle for fasten-

ing. Our final design called for motors contacting the belly, the back, and each hip. Activating the

belly motor indicated Go Forward, activating the right hip motor meant Turn Right, and so forth.

For the hat, the motors were sewn into the fabric - our final design consisted of two placed near

the temples, and two placed near the sides of the neck. Activating the front motors indicated Go

Forward, activating the two right motors meant Turn Right, and so forth.

When a Viewer pressed a navigation button, a command was sent to the Streamer’s laptop, activat-

ing the appropriate motors. Latency from button press to motor activation was less than 1 second.

For our study, we utilized two Viewer conditions. The first condition used the HTC Vive VR head-

set, where the built-in head tracking allowed the user to change viewpoints while watching the

360◦ camera feed. The second condition used a flat laptop screen, and by click-and-dragging a

mouse pointer, the omnidirectional video feed could be manipulated in real-time.
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Figure A.1: Left: The developed tactile belt (top) and hat (bottom). Each utilized a 4-tactor design
in order to provide feedback to the Streamer. The motors were controlled by an Arduino Uno.
Right: A user wearing the backpack rig, which consisted of a 360 camera for livestreaming, a
vibro-tactile device for feedback, and a laptop.

User Study

We conducted a lab-based study at the University of Central Florida with IRB approval. The study

aimed at garnering user feedback from Streamers, Viewers, and other third-party members who

were not part of the interaction.
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Study Design

We conducted a 2x2 mixed-design study; participants were split into 2 groups - one group con-

sisted of the Streamers, in which the VibTac device selection was a within-subjects variable. The

other group consisted of Viewers, in which the Viewing Mode was a within-subjects variable.

Per group, condition order was counter-balanced. In addition, we conducted a short survey with

non-participants. Our dependent variables aimed at measuring the perceived value of this kind of

interpersonal telepresence, effectiveness of VibTac devices as a primary communication channel,

and perception of the Viewer-Streamer relationship.

Subjects and Apparatus

We recruited eight participants to act as a Viewer. These participants consisted of 4 males and 4

females, and their age ranged between 18 and 26 (M = 21.8; SD = 3.20). On a 5-point Likert scale

where 1 means Never and 5 means Always, the participants very rarely watched 360◦ videos (M =

1.75; SD = 0.46). They again very rarely used VR (M = 1.89; SD = 0.64). They very rarely drove

robots (M = 1.89; SD = 0.64), and they rarely played first-person video games (M = 2.25; SD =

1.04).

We recruited eight participants to act as a Streamer. These participants consisted of 6 males and 2

females, and their age ranged between 18 and 38 (M = 24.4; SD = 6.30). Only 1 of our participants

had experience with a wearable device (such as an Apple Watch or Fitbit). On a 5-point Likert

scale where 1 means Never and 5 means Always, the participants exercised somewhat often (M =

3.5; SD = 0.76). They sometimes felt phantom vibrations regarding their cell phone (M = 2.88, SD

= 0.83).

We surveyed an additional 30 university students (17 female) to understand their thoughts re-
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garding the concept of interpersonal telepresence. All of our participants were recruited from the

University of Central Florida.

Procedure

Viewers and Streamers

Our recruited participants reported to our lab, where they reviewed an informed consent form. Af-

ter agreeing to participate, they were given a demographics survey, followed by a brief description

of the telepresence setup. We explained how the VibTac interfaces worked, and how the controls

were akin to a computer game (WASD keys). After introducing the hardware, our participants

moved to their assigned position.

At any given time, a participant was accompanied by an experimenter, and we did not have in-

teraction between participants. During Streamer trials, an experimenter provided the navigational

commands. During Viewer trials, an experimenter served as the Streamer. As such, each partici-

pant only interacted with authors.

The Streamer was guided through a building on our university campus. The building layout con-

sists of multiple hallways and corridors, which allowed us to take advantage of all VibTac com-

mands. When controlling a Streamer participant, we held down the commands such that the vibra-

tion effect was constant. The Stop Moving command was issued when no vibrations were activated.

We did this to ensure our Streamers had ample interaction time with the VibTac interfaces.

The navigational route was randomized and kept secret from the Streamer. As such, they had to

rely on the VibTac devices to complete the trial; Streamers were asked to walk at a comfortable

pace, and not run. After a Streamer completed a route, they changed VibTac devices and was then
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navigated through a different route. After a Viewer participant completed a route, they changed

viewing modes and then performed navigation through a different route. In total, a Streamer partic-

ipant was navigated twice; similarly, a Viewer participant conducted navigation twice. After each

condition, a questionnaire was administered to elicit feedback regarding that particular condition.

After both trials were complete, a final questionnaire was administered to garner feedback in terms

of preference. Between participants, we cleaned the HMD and hat instruments with rubbing alco-

hol to ensure sanitation. The study took approximately 30 minutes to complete, and participants

were paid $5 for their time. This study was conducted prior to the COVID-19 pandemic.

Survey Respondents

Survey respondents were approached in public and asked if they would like to provide their com-

ments regarding interpersonal telepresence. One author wore the backpack rig, and we described

the concept. Feedback was received in the form of a questionnaire and verbal communication.

Respondents were not compensated.

Soliciting User Feedback

We administered quantitative measures to help understand user feedback, in terms of enjoyment

and comfort, as well as social and economic aspects; see Table A.1 for a list of questions asked

to our participants and respondents. All closed-ended questions were given on a 7-pt Likert scale

where 1 meant “Strongly Disagree” and 7 meant “Strongly Agree.” Open-ended questions were

given as free-response prompts.

For the Viewer participants, we also asked simple questions to see if there was a preference in

Viewing Mode, but we were more interested in their thoughts regarding the concept of controlling
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Table A.1: Questions administered to participants. The Group column indicates which set of
participants received the question: V = Viewers; S = Streamers; R = Survey Respondents. Asterisks
(*) denote questions were given for multiple conditions.

Question Group

I felt comfortable knowing I was controlling another human. V
I liked having control over the Streamer. V
I trusted the Streamer to go where I wanted them to go. V
I would feel comfortable navigating the Streamer into a private place, such as a
restroom.

V

I felt comfortable knowing I was being controlled by another human. S
I liked being controlled by the Viewer. S
I trusted the Viewer to give me good directions. S
I would feel comfortable being navigated into a private place, such as a restroom. S

It was easy to understand the Viewer’s directions. *S
I could easily feel the Move Forward command. *S
I could easily feel the Move Backward command. *S
I could easily feel the Turn Left command. *S
I could easily feel the Turn Right command. *S

Assuming the Streamer did a good job, I would consider paying for a live virtual
tour.

V, R

How many dollars (USD) would you pay for a live virtual tour? V, R
Assuming I would be adequately compensated, I would consider being a Streamer
as a job.

S, R

How many dollars (USD) would you expect to receive, to be a Streamer? S, R

I would trust the Streamer to do the right thing. R
I would trust the Viewer to do the right thing. R
I think it would be fun to be a Streamer. R
I think it would be fun to be a Viewer. R
I would be comfortable knowing a Streamer is near me in a public place. R
I would be comfortable knowing a Streamer is near me in a private place. R

What did you like about the system? V, S
What did you dislike about the system? V, S
What changes would you make to improve the overall experience? V, S
What scenarios would you use this system for? V, S, R
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another human. For our Streamer participants, we were also interested in understanding VibTac

device preference. We asked questions to understand how well the devices conveyed instructions

and how comfortable they were.

Data Analysis Approach

As we did not have enough power to run statistical tests within the Streamer and Viewer groups,

we report our results using descriptive statistics. To determine the overall effectiveness of each

VibTac device, we averaged the 4 directional command responses into an index, per device. For

the responses garnered from the final questionnaire, we report descriptive statistics and also discuss

the positive / negative aspects as indicated by our users.

Results

In this section we report the results of our study, split by the different roles. We begin with the

Viewer participants, followed by the Streamer participants, and finish with the survey respondents.

Viewer Considerations

Overall, our Viewers liked using the system and they had no major discomforts with either Viewing

Mode. Six participants were most comfortable with the flat screen, while only two were more

comfortable with the HMD. However, five indicated that they preferred the HMD to the flat screen.

Our Viewer participants felt comfortable controlling the Streamer (M = 5.5, SD = 2.1) and typically

liked the interaction (M = 5.4, SD = 2.1). Only one participant responded negatively, as they were

afraid that they would cause harm to the Streamer: “Controlling people scared me half to death!
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The building is new to me and I was extremely scared I was going to run the Streamer off a ledge.”

This participant was the only one to express consideration for the Streamer.

Generally, our participants had great trust that the Streamer would follow the commands accurately

(M = 6.6, SD = 0.5). However, the participants were very apprehensive about the idea of sending

a Streamer into a private place; see Figure A.4, with only one participant feeling comfortable

regarding that situation. Considering the concept as a whole, participants responded that they

would be likely to hire a Streamer for a tour (M = 5.5, SD = 1.6). The range of value was very

broad, however; the smallest sum of money participants were willing to pay was $5, and the most

was $25 (see Figure A.3).

Our open-ended questions revealed that the most negative features of our telepresence setup was

the latency; half of our participants complained about lag. From button press to motor activation,

approximately 1 second elapsed; but, there was additional overhead time from motor activation to

Streamer response, followed by another second of video lag. As such, there were many times where

the Streamer walked too far down a hallway, or missed a turn. In addition to better visuals, some of

our participants indicated that they would prefer to hear and speak to the Streamer. Usage scenarios

for interpersonal telepresence included campus orientation for new or prospective students, playing

augmented reality games, virtual tourism, and remote shopping.

Streamer Considerations

Our participants generally had no issue with either VibTac device. Comfort was comparable be-

tween the Belt (M = 5.4, SD = 1.3) and the Hat (M = 5.4, SD = 1.2); likewise, users felt only

slightly embarrassed when wearing either device (Belt: M = 2.3, SD = 1.5; Hat: M = 2.6, SD =

1.8). Regarding the quality of VibTac commands, there was only a slight difference in the ability

to detect them (Belt: M = 5.2, SD = 1.5; Hat: M = 5.6, SD = 1.0), and regardless of device, par-
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Figure A.2: The commands from both VibTac devices were perceived well, but the Hat device was
slightly more conducive to feeling the vibrations.

ticipants felt that they understood where they were being directed to go (Belt: M = 5.3, SD = 1.7;

Hat: M = 5.8, SD = 1.0). Our participants indicated that they generally felt the belt vibrations with

ease, but the hat vibrations were more distinct (see Figure A.2). As such, device preference was

not in favor of one over the other; three users preferred the belt, and five preferred the hat.

Participants indicated that they enjoyed the novelty of our system, and we suspect that this novelty

may have impacted participant Likert-scale responses. However, open-ended questions did help to

reveal weaknesses of our devices. Five of our participants indicated that while the vibrations were

enough to complete the walking task, they could have been better. For example, the commands

from the belt were perceived as having different strengths. One user informed us that they needed to

put their hands on the belt in order to recognize the vibrations. On the other hand, while perception
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Figure A.3: Expected payment (USD) per telepresence role. Participants and survey respondents
both indicated that the Streamer would garner more compensation than Viewers should pay.

towards the hat was comparable to the belt, users indicated that the vibrations caused a tickling

sensation, or were more distracting. This is due to the motors being close to the users’ forehead

and ears, so the vibrations were more distinct and audible. One user suggested that they were able

to hear the motors vibrating near their ears, but this helped them to determine which direction was

requested.

Survey Respondents

Our survey respondents, who were third-party bystanders, had mixed feelings regarding this con-

cept. While they had general trust in a Streamer (M = 5.3, SD = 1.1), they were much less trusting
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Figure A.4: Average response to comfort of telepresence in a private setting. Interestingly, the
Streamers had little issue with the concept, whereas the Viewers and survey respondents were
much less enthused.

in the Viewer (M = 4.4, SD = 1.7). A Wilcoxon Signed Rank Test revealed a significant difference

in who they would trust (Z = −2.964, p < .005). This is because they are able to see and perhaps

identify the local user, but they have no indication as to who is on the other end of the interaction.

As such, they were somewhat comfortable with the idea of a Streamer being nearby in a public

place (M = 4.9, SD = 1.3), but were far less enthused with the idea of a Streamer being collocated

in a private area (M = 3.3, SD = 1.6). A Wilcoxon Signed Rank Test reveals a significant difference

in the comfort of these scenarios (Z = −4.168, p < .001). Although they did not see a telepres-

ence scenario taking place, the respondents thought it would be somewhat fun to be a viewer (M =

5.8, SD = 1.4), and less fun to be a Streamer (M = 5.2, SD = 1.6). A Wilcoxon Signed Rank Test

revealed a significant difference between these sentiments (Z = −2.056, p < .05). Interestingly,
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however, they responded with slight interest in being a Streamer for payment (M = 5.0, SD = 1.8),

and were less interested in paying for a live tour (M = 4.4, SD = 1.6). A Wilcoxon Signed Rank

Test revealed a significant difference of interest for these roles (Z = −2.024, p < .05). The range

of expected dollars-per-hour payment for being a Streamer was broad; the smallest rate was $7,

and the largest was $30 (M = 13.98, SD = 5.80). The dollars-per-hour range for being a viewer

was from $4 to $20 (M = 13.15, SD = 7.15). Thus, the respondents felt that a Streamer would

warrant more compensation than a viewer would need to pay. See Figure A.3 for illustration. The

respondents had many scenarios in mind for interpersonal telepresence, including tele-health phys-

ical therapy, remote exploration of live events like concerts, housing and campus tours, vlogging,

tourism, military missions where talking is prohibited, and giving directions.

Discussion

In this section, we unpack the findings which emerged from our study, to address our research

questions. We begin with how all parties view each other; next we discuss the perceived value of

the interaction; third we describe the potential scenarios pondered by our users; and last we discuss

VibTac device efficiency.

RQ1: Towards Better Telepresence VibTac Devices

Although our Streamer participants responded (with bias) in favor of the VibTac devices, we

learned from them that there is room for improvement. First, there are benefits and drawbacks

for each device. The belt was not as conducive as the hat in terms of interpreting the commands.

McDaniel et al. found users to easily localize the vibrations emitted from their 7-tactor belt [155],

but our participants had a measure of uncertainty in simply feeling the vibrations. Although ours
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and their tactors each vibrated on 3V, theirs were felt more strongly. While we cannot confirm,

we believe that this difference stems from the distinct procedures between our studies. While their

participants were standing still, ours were engaged in a walking task. As such, our participants had

more distractions as they navigated their route. To overcome this problem, we plan on reiterating

our belt with the use of motors which can withstand greater voltage ratings.

The hat allowed our participants to recognize the commands more strongly than the belt, but it

was not perceived to be perfect. First, the constant vibration of the motors against the cranium

caused a tickling sensation to some, a result also found by Kaul and Rohs with HapticHead [108].

They suggest to decrease the frequency in which the motors activate, and we believe that would

have caused more comfort with our users. We purposefully kept the vibrations constant during

interaction to elicit user responses, but in a next iteration we would transition hat vibrations towards

more gestural commands.

Although neither of our VibTac devices were “perfect” according to our participants, they were still

able to convey commands properly and discretely. We do not anticipate for one VibTac wearable

to emerge as an optimal device, and believe that it is more appropriate to provide a range of options

for a Streamer to use.

RQ2: Third-Party More Trusting of Streamer than of Viewer

Our survey respondents were interestingly more trusting of a Streamer than of a remote Viewer.

Although the Streamer will be the individual who is wearing the hardware, respondents see re-

mote Viewers as the potential wrong-doers; they are the ones consuming the video stream and

potentially making recordings. This is exemplified with the general discomfort of the idea of being

collocated with a Streamer in private. Still, respondents were not particularly thrilled with the idea

of being collocated with a Streamer in public. Prior research has found a negative attitude towards
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live streaming, especially without consent [140]; but in countries where public video recording is

protected, e.g. in the United States, there is no real obligation to inform people that they might be

in a stream [124, 239]. With technological advances, some researchers have begun asking ques-

tions regarding streaming ethics [52]; future research should target interpersonal telepresence to

help understand how Streamers and their remote Viewers are perceived in the scope of ethics and

legality.

Imbalance of Streamer/Viewer Payment

While monetary exchange is not necessary for friends and family to use telepresence, it is implied

that it would help to bring about more general use. Our survey respondents indicated an imbalance

regarding monetary payment and compensation between the viewer and Streamer, in that they

would expect a Streamer to receive more money than they would be willing to pay. This is an

issue that would prevent a “physical body marketplace,” as conceived by Misawa and Rekimoto

[162], from becoming reality, at least for interactions that involve 1 Streamer and 1 viewer. If this

is to become a mainstream interaction style, it is clear that there needs to be more incentive to

participate, in both ends, as suggested by prior work [19, 63]. Future research can help to identify

avenues which will provide these incentives; as an example, some researchers are focusing on

ways to increase immersion through multisensory stimulation, including touch [119, 188] and

smell [17, 172], which could lead to a more enjoyable experience and thus a stronger desire to

participate. Additionally, it may be the case where a 1-to-1 interaction might not be suitable for

interpersonal telepresence. Instead, by adopting a 1-to-many paradigm, where a single Streamer

could give tours to multiple viewers simultaneously, the cost per viewer could decrease. Although

there are additional challenges to be met in this type of interaction, it is possible to achieve. For

example, the Faroe Islands remote tourism experience gives control to a single viewer at a time [3],

but as such, control time is limited. We look forward to future studies and design ideas regarding
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how to improve upon the Streamer-viewer experience, to make it desirable by all parties.

RQ3: Expected Interaction Scenarios

Our participants and survey respondents were able to conceptualize a broad range of scenarios

in which interpersonal telepresence may prosper, including more personal cases such as physical

therapy or playing augmented reality games with a friend as a Streamer. More intimate scenarios

such as giving directions and physical therapy can be found in prior research [32, 203], and popular

social media sites such as FaceBook, YouTube, and Twitch.tv provide platforms for larger audience

engagement such as vlogging of travels and activities [9]. Popular live streams (especially those

for games, found on Twitch) typically have a specific goal or direction, but some streamers do

poll their viewers to provide more personalized content. Viewers watch these streams for multiple

reasons [79, 233], including to live vicariously through the experiences of another person [10], but

with interpersonal telepresence, Viewers have the opportunity to engage in an even more personal

experience. We suggest that the creation of a platform specific to one-on-one telepresence would

help create more engaging experiences which are currently unavailable.

VibTac Devices Not Optimal for Primary Communication Mode

The novelty of VibTac-based navigation gave rise to positive feedback regarding our belt and hat.

We did hear some suggestions for improving the devices, including a way to make them more

inconspicuous (e.g. replacing the wires with a Bluetooth connection); but, our short-term study did

reveal some disinterest with solely relying on VibTac as a primary mode of navigation. Participants

on both sides of the interaction expressed a desire for audible communication with their interaction

partner. Additionally, our users were on the cusp of becoming annoyed with constant vibrations.

As such, we would recommend telepresence designers to consider adding VibTac as an auxiliary
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mode of communication, as well as exploring additional modes not studied here. As wearable

VibTac devices have been broadly researched with positive findings [108, 155–157, 174], there is

opportunity to let Streamer users pick their own as an option.

Limitations and Future Work

Although our interaction prototype was met with positive feedback, we did also find apprehensions.

As such, there is still much work to be done on many fronts. Our results are from a test where the

participants and authors met before conducting the experiment. We do not assume our results

to generalize to situations where both parties are absolute strangers. As such, field tests in real-

world scenarios are needed to further our understanding; but, ethical considerations must be made

to ensure the rights of all parties (viewers, streamers, and third-party) are not infringed upon.

Regarding Streamer control, it remains to be seen how users react to extended lengths of interaction

exposure. Longitudinal studies should also be conducted to help identify problems which arise over

time. Further, our study did not utilize pre-validated instruments, and instead offer insight through

custom measures. In our future work, we will identify proper instruments to measure perception

towards VibTac devices.

Our prototype was relatively bulky, and iterative ergonomic enhancements can be made to ensure

Streamer comfort. Additionally, although we chose to study two of the most prevalent haptic de-

vices found in previous literature, there are others which need to be thoroughly studied. Lastly,

legal and ethical considerations must be investigated. In spirit, our study assumed that the inter-

action would be performed as intended. However, it is possible for a Streamer to be directed to

questionable locations, or perform questionable actions (such as commit a crime). Though we do

not want to instigate such a scenario, the telepresence community must ask what the proper re-

sponse would be. We hope that our work contributes to the discussion for this type of interaction
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which is rapidly approaching the mainstream.

Conclusion

We have presented our prototype in which a person can direct another through vibro-tactile com-

mands. Our results indicate that there is a real opportunity to provide novel and desirable interac-

tion, but more work is needed to make that a widespread reality. We envision this type of system

becoming a prominent avenue in social media, allowing Viewers to have a more direct form of

experience through the use of a Streamer. We look forward to seeing how this type of technology

will engage users of all backgrounds, in order to explore the world around them.
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APPENDIX B: SAP 2019 QUESTIONNAIRES
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 Demographics Survey Participant: _______ 

 

 
Age:  _______________ 

Major: _________________________________ 

Gender: 

Male Female 

 
Academic Standing: 

Freshman Sophomore Junior Senior Graduate N/A 

 
 

How often do you play First Person Shooter video games? 

Never  Rarely  Sometimes  Frequently  Always 

 

How often do you watch 360-degree videos? 

Never  Rarely  Sometimes  Frequently  Always 

 

How often do you use Virtual Reality (e.g. HTC Vive, Google Cardboard, Oculus Rift, etc.)? 

Never  Rarely  Sometimes  Frequently  Always 
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 In-Between Survey Participant: _______ 

 

 
The camera placement allowed me to see everything I needed to see 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
 
 
Nothing blocked my view to the point where I became disoriented 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
 
 
My field of view was clear, so I could perform the task 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
 
 
The height of the camera felt natural to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
 
 
The camera height let me view the environment with ease 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
 
 
I liked the height of the camera placement 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
 
 
All things considered, please give a score to that camera placement 

1 2 3 4 5 6 7 
Terrible   Neutral   Excellent 

 
 
The camera placement allowed me to see what I wanted to see 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 In-Between Survey Participant: _______ 

 

 
 
Was the view shorter, taller, or equal to your natural height? 
 
Shorter      Natural      Taller 
 
 
 
 
What did you like about that camera placement? 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
What did you dislike about that camera placement? 
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APPENDIX C: CO-DESIGN “BAG OF STUFF” ARTIFACTS

241



Table C.1: Camera artifacts within our Bag of Stuff. Each entry lists an image, short item descrip-
tion, and (if applicable) an exemplar citation that used the device.

(a) Mobile Tablet (iPad Air) [250]
(b) Smartphone Camera (Android/iPhone)
[87]

(c) Single-lens 360◦ Camera (360Fly) (d) Action Camera (GoPro)

(e) Ear-mounted Camera (Looxcie) [202]
(f) Dual-lens 360◦ Camera (Ricoh Theta)
[26]

(g) Multi-lens 360◦ camera (from [176])
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Table C.2: Harnesses and Mounts artifacts within our Bag of Stuff. Each entry lists an image, short
item description, and (if applicable) an exemplar citation that used the device.

(a) Shoulder Strap [205] (b) Backpack [243]

(c) Gimbal Stabilizer [123] (d) Telescopic Pole [243]

(e) Shirt with Window [250] (f) Shirt with Pocket [14]
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Table C.3: Feedback Accessories within our Bag of Stuff. Each entry lists an image, short item
description, and (if applicable) an exemplar citation that used the device.

(a) AR Goggles (Microsoft Hololens)
[184] (b) AR Glasses (Google Glass) [26]

(c) Noise-Cancelling Headphones
(d) Wireless Earbuds (Apple AirPods Pro)
[202]

(e) Strip of LED Lights [149] (f) Ma Petite Cherie (from [164])
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(a) Robot Arms (Robotis) [253] (b) Wearable Speakers (Bluedio) [153]

(c) TEROOS (from [106])
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APPENDIX D: FIELD STUDY INSTRUMENTS

246



 

BA Business Administration 
BHC Burnett Honors College 
BIO Biology Building 
BYC Barbara Ying 
CB1 Classroom Building 1 
CB2 Classroom Building 2 
CHEM Chemistry Building 
CMMS Barbara Ying 
CNH Colbourn Hall 
CROL CREOL Building 
CSB College of Sciences 

ED Education Complex 
ENG Engineering 1 and 2 
FC Ferrell Commons 
HC Health Center 
HEC Harris Engineering Bldg 
HPA Health & Public Affairs 
HPH Howard Phillips Hall 
JTWC John T. Washington Ctr 
LIB Library 
MH Millican Hall 
MSB Math Science Building 

PAC Performing Arts Center 
PSB Physical Science Bldg 
PSY Psychology 
R1 Research 1 Bldg 
STUN Student Union 
TA Teaching Academy 
TCH Trevor Colbourn Hall 
UWC University Writing Ctr 
VAB Visual Arts Building 
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 Streamer Survey Participant: _______ 
 
Age: ___________________       Role: _______________ 
 
 
Gender: __________________________ 
 
 
Relationship with your partner: _____________________________________________________ 
 
 
I am the life of the party 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I sympathize with others’ feelings 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I get chores done right away 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I have frequent mood swings 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I have a vivid imagination 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I don’t talk a lot 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I am not interested in other peoples’ problems 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 
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 Streamer Survey Participant: _______ 
 
I often forget to put things back in their proper place 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I am relaxed most of the time 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I am not interested in abstract ideas 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I talk to a lot of different people at parties 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I feel others’ emotions 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I like order 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I get upset easily 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I have difficulty understanding abstract ideas 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I keep in the background 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 
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 Streamer Survey Participant: _______ 
 
I am not really interested in others 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I make a mess of things 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I seldom feel blue 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
I do not have a good imagination 

1 2 3 4 5 
Strongly Disagree  Neutral  Strongly Agree 

 
 
 
 
 
I use virtual reality technology… 

1 2 3 4 5 
Never Rarely Sometimes Very Often Always 

 
 
I perform live-streaming… 

1 2 3 4 5 
Never Rarely Sometimes Very Often Always 

 
 
I watch live-streams… 

1 2 3 4 5 
Never Rarely Sometimes Very Often Always 

 

266



 Streamer Survey Participant: _______ 
  
For each of the following, please mark exactly one response. 
 
 
I felt concerned about my style of doing things 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt concerned about the way I presented myself 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt self-conscious about the way I looked 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt worried about making a good impression 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt concerned about what others thought of me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt aware of my appearance 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt self-conscious using the system in public 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt like people were looking at me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt like people gave me strange looks 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt like people stared at me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt like people noticed me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
I felt stupid using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt awkward using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt like I received unwanted attention 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I often felt as if I was all alone 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I think the other individual often felt alone 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I hardly noticed another individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual didn’t notice me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I was often aware of others in the environment 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Others were often aware of me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I sometimes pretended to pay attention to the other individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual sometimes pretended to pay attention to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
The other individual paid close attention to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I paid close attention to the other individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner was easily distracted when other things were going on around us 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I was easily distracted when other things were going on around me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual tended to ignore me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I tended to ignore the other individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
When I was happy, the other was happy 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
When the other was happy, I was happy 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual was influenced by my moods 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I was influenced by my partner’s moods 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other’s mood did NOT affect my mood/emotional-state 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
My mood did NOT affect the other’s mood/emotional-state 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My opinions were clear to the other 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The opinions of the other were clear 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My thoughts were clear to the other 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual’s thoughts were clear to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other understood what I meant 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I understood what the other meant 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My actions were dependent on the other’s actions 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other’s actions were dependent on my actions 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My behavior was in direct response to the other’s behavior 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The behavior of the other was in direct response to my behavior 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
What the other did affected what I did 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
What I did affected what the other did 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner did not help me very much 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I did not help the other very much 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner worked with me to complete the task 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worked with the other individual to complete the task 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other could not act without me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I could not act without the other 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Assuming I have access to the system, I intend to use it 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Given that I have access to the system, I predict that I would use it 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Using the system improves my performance 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
Using the system increases my productivity 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Using the system enhances my effectiveness 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I find the system to be useful 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My interaction with the system is clear and understandable 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Interacting with the system does not require a lot of my mental effort 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I find the system to be easy to use 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I find it easy to get the system to do what I want to do 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I felt connected with my partner when using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My relationship with my partner is enhanced when using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The system satisfies my need for social interaction 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Use of this system is a good substitute for face-to-face interaction with my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
Using the system deepens my relationship with my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me tell how my partner is feeling 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me let my partner know how I am feeling 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me see how much my partner cares about me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I feel that contact with my using the system is engaging for my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I am excited about using the system with my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I have fun with my partner using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me feel closer to my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
When done communicating, I keet thinking about something my partner shared thru the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me feel more connected to my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me provide my partner with social support 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Streamer Survey Participant: _______ 
 
My partner makes me feel special in our contact using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry that my partner might learn something using the system that I want to keep secret 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry about my privacy while my partner and I are using the system together 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry that others may overhear or see something that my partner and I share using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry that I am violating my partner’s privacy during our contact using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Viewer Survey Participant: _______ 
 
For each of the following, please mark exactly one response. 
 
 
I hardly noticed another individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual didn’t notice me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I was often aware of others in the environment 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Others were often aware of me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I think the other individual often felt alone 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I often felt as if I was all alone 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I sometimes pretended to pay attention to the other individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual sometimes pretended to pay attention to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual paid close attention to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I paid close attention to the other individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner was easily distracted when other things were going on around us 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

275



 Viewer Survey Participant: _______ 
 
I was easily distracted when other things were going on around me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual tended to ignore me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I tended to ignore the other individual 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
When I was happy, the other was happy 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
When the other was happy, I was happy 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual was influenced by my moods 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I was influenced by my partner’s moods 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other’s mood did NOT affect my mood/emotional-state 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My mood did NOT affect the other’s mood/emotional-state 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My opinions were clear to the other 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The opinions of the other were clear 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
 
 

276



 Viewer Survey Participant: _______ 
 
My thoughts were clear to the other 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other individual’s thoughts were clear to me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other understood what I meant 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I understood what the other meant 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My actions were dependent on the other’s actions 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other’s actions were dependent on my actions 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My behavior was in direct response to the other’s behavior 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The behavior of the other was in direct response to my behavior 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
What the other did affected what I did 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
What I did affected what the other did 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner did not help me very much 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Viewer Survey Participant: _______ 
 
I did not help the other very much 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner worked with me to complete the task 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worked with the other individual to complete the task 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The other could not act without me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I could not act without the other 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The view allowed me to see everything I needed to see 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Nothing blocked my view to the point where I became disoriented 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My field of view was clear, so I could perform the task 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
How much were you able to control events? 

1 2 3 4 5 6 7 
Not Much   Neutral   Very Much 

 
How natural did your interactions with the environment seem? 

1 2 3 4 5 6 7 
Not Natural   Neutral   Very Natural 

 
How completely were all of your senses engaged? 

1 2 3 4 5 6 7 
Not at All   Neutral   Completely 
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 Viewer Survey Participant: _______ 
 
How much did the visual aspects of the environment involve you? 

1 2 3 4 5 6 7 
Not at All   Neutral   Completely 

 
How much did the auditory aspects of the environment involve you? 

1 2 3 4 5 6 7 
Not at All   Neutral   Completely 

 
How natural was the mechanism which controlled movement through the environment? 

1 2 3 4 5 6 7 
Not Natural   Neutral   Very Natural 

       

How aware were you of events occurring in the real world around you? 
1 2 3 4 5 6 7 

Not Aware   Neutral   Very Aware 
 
How aware were you of your display and control devices? 

1 2 3 4 5 6 7 
Not Aware   Neutral   Very Aware 

 
How compelling was your sense of objects moving through space? 

1 2 3 4 5 6 7 
Not Compelling   Neutral   Very Compelling 

 
How inconsistent or disconnected was the information coming from your various senses? 

1 2 3 4 5 6 7 
Not Consistent   Neutral   Very Consistent 

 
Were you able to anticipate what would happen next in response to the actions that you performed? 

1 2 3 4 5 6 7 
Not at All   Neutral   Completely 

 
How completely were you able to actively survey or search the environment using vision? 

1 2 3 4 5 6 7 
Not at All   Neutral   Completely 

 
How well could you identify sounds? 

1 2 3 4 5 6 7 
Not Well   Neutral   Very Well 

 
How well could you localize sounds? 

1 2 3 4 5 6 7 
Not Well   Neutral   Very Well 
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 Viewer Survey Participant: _______ 
 
How closely were you able to examine objects? 

1 2 3 4 5 6 7 
Not at All   Neutral   Very Closely 

 
How well could you examine objects from multiple viewpoints? 

1 2 3 4 5 6 7 
Not Well   Neutral   Very Well 

 
To what degree did you feel confused or disoriented at the beginning of breaks or at the end of the 
experimental session? 

1 2 3 4 5 6 7 
Not Confused   Neutral   Very Confused 

 
How involved were you in the experience? 

1 2 3 4 5 6 7 
Not Involved   Neutral   Very Involved 

 
How much delay did you experience between your actions and expected outcomes? 

1 2 3 4 5 6 7 
Not Much Delay   Neutral   Much Delay 

 
How quickly did you adjust to the experience? 

1 2 3 4 5 6 7 
Very Slowly   Neutral   Very Quickly 

 
How much did the visual display quality interfere or distract you from performing assigned tasks or 
required activities? 

1 2 3 4 5 6 7 
Not Much   Neutral   Very Much 

 
How much did the control devices interfere with the performance of assigned tasks or with other 
activities? 

1 2 3 4 5 6 7 
Not Much   Neutral   Very Much 

 
How well could you concentrate on the assigned tasks or required activities rather than on the 
mechanisms used to perform those tasks or activities? 

1 2 3 4 5 6 7 
Not Well   Neutral   Very Well 

 
Did you learn new techniques that enabled you to improve your performance? 

1 2 3 4 5 6 7 
Not At All   Neutral   Completely 
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 Viewer Survey Participant: _______ 
 
Were you involved in the experimental task to the extent that you lost track of time? 

1 2 3 4 5 6 7 
Not Involved   Neutral   Very Involved 

 
Assuming I have access to the system, I intend to use it 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Given that I have access to the system, I predict that I would use it 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Using the system improves my performance 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Using the system increases my productivity 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Using the system enhances my effectiveness 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I find the system to be useful 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My interaction with the system is clear and understandable 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Interacting with the system does not require a lot of my mental effort 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I find the system to be easy to use 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I find it easy to get the system to do what I want to do 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Viewer Survey Participant: _______ 
 
I felt connected with my partner when using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My relationship with my partner is enhanced when using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
The system satisfies my need for social interaction 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Use of this system is a good substitute for face-to-face interaction with my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Using the system deepens my relationship with my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me tell how my partner is feeling 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me let my partner know how I am feeling 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me see how much my partner cares about me 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I feel that contact with my using the system is engaging for my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I am excited about using the system with my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I have fun with my partner using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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 Viewer Survey Participant: _______ 
 
Communicating with my partner using the system helps me feel closer to my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
When done communicating, I keet thinking about something my partner shared thru the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me feel more connected to my partner 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
Communicating with my partner using the system helps me provide my partner with social support 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
My partner makes me feel special in our contact using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry that my partner might learn something using the system that I want to keep secret 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry about my privacy while my partner and I are using the system together 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry that others may overhear or see something that my partner and I share using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 

 
I worry that I am violating my partner’s privacy during our contact using the system 

1 2 3 4 5 6 7 
Strongly Disagree   Neutral   Strongly Agree 
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Approval of Human Research
From:            UCF Institutional Review Board #1

        FWA00000351, IRB00001138

To:                 Kevin Pfeil and Co-PI: Joseph J Laviola II

Date:              October 16, 2018

Dear Researcher:

On 10/16/2018 the IRB approved the following human participant research until 10/15/2019 inclusive: 

Type of Review: IRB Continuing Review Application Form
Expedited Review 

Project Title: Human-human telepresence camera placement
Investigator: Kevin Pfeil

IRB Number: SBE-18-13836
Funding Agency:

                Grant Title:
Research ID: N/A

The scientific merit of the research was considered during the IRB review.  The Continuing Review 
Application must be submitted 30 days prior to the expiration date for studies that were previously 
expedited, and 60 days prior to the expiration date for research that was previously reviewed at a convened 
meeting.  Do not make changes to the study (i.e., protocol, methodology, consent form, personnel, site, 
etc.) before obtaining IRB approval.  A Modification Form cannot be used to extend the approval period of 
a study.   All forms may be completed and submitted online at https://iris.research.ucf.edu .  

If continuing review approval is not granted before the expiration date of 10/15/2019,
approval of this research expires on that date. When you have completed your research, please submit a 
Study Closure request in iRIS so that IRB records will be accurate.

Use of the approved, stamped consent document(s) is required.  The new form supersedes all previous 
versions, which are now invalid for further use.  Only approved investigators (or other approved key study 
personnel) may solicit consent for research participation.  Participants or their representatives must receive 
a copy of the consent form(s). 

All data, including signed consent forms if applicable, must be retained and secured per protocol for a minimum of 
five years (six if HIPAA applies) past the completion of this research.  Any links to the identification of participants 
should be maintained and secured per protocol.  Additional requirements may be imposed by your funding agency, 
your department, or other entities.  Access to data is limited to authorized individuals listed as key study personnel.  

In the conduct of this research, you are responsible to follow the requirements of the Investigator Manual.

This letter is signed by:

University of Central Florida Institutional Review Board
Office of Research & Commercialization
12201 Research Parkway, Suite 501
Orlando, Florida 32826-3246
Telephone: 407-823-2901 or 407-882-2276
www.research.ucf.edu/compliance/irb.html
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Signature applied by Jessica Jacques  on 10/16/2018 10:00:19 AM EDT

Designated Reviewer
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Institutional Review Board 
FWA00000351 

IRB00001138, IRB00012110 

Office of Research 

12201 Research Parkway 

Orlando, FL  32826-3246 

 

 Page 1 of 2  

APPROVAL 

April 5, 2021 
 
Dear Kevin Pfeil: 

On 4/5/2021, the IRB reviewed the following submission: 

Type of Review: Initial Study 

Title: Human-to-Human Telepresence 

Investigator: Kevin Pfeil 

IRB ID: STUDY00002064 

Funding: None 

Grant ID: None 

IND, IDE, or HDE: None 

Documents Reviewed: • study3ApprovalForm_signed.pdf, Category: Faculty 
Research Approval; 
• BagOfStuff, Category: Other; 
• Big 5 personality inventory, Category: Other; 
• COVID_Safety_Plan_FieldStudy.pdf, Category: 
Other; 
• fieldStudy, Category: Consent Form; 
• FieldStudy_SemiStructuredInterview.docx, Category: 
Survey / Questionnaire; 
• PD_Session_Slides.pptx, Category: Other; 
• PD_StudyScript, Category: Other; 
• PDStudy, Category: Consent Form; 
• protocol.docx, Category: IRB Protocol; 
• Qualtrics Recruitment Form, Category: Survey / 
Questionnaire; 
• Qualtrics_Final_Survey.docx, Category: Survey / 
Questionnaire; 
• questionnaire_fieldStudy_streamer.docx, Category: 
Survey / Questionnaire; 
• questionnaire_fieldStudy_viewer.docx, Category: 
Survey / Questionnaire; 
• recruitment_fieldStudy.docx, Category: Recruitment 
Materials; 
• recruitment_PDStudy.docx, Category: Recruitment 
Materials; 
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The IRB approved the protocol on 4/5/2021. 

In conducting this protocol, you are required to follow the requirements listed in 
the Investigator Manual (HRP-103), which can be found by navigating to the IRB 
Library within the IRB system.  Guidance on submitting Modifications and a 
Continuing Review or Administrative Check-in are detailed in the manual.  When 
you have completed your research, please submit a Study Closure request so 
that IRB records will be accurate. 

If you have any questions, please contact the UCF IRB at 407-823-2901 or 
irb@ucf.edu. Please include your project title and IRB number in all 
correspondence with this office. 
 

Sincerely, 

 

Gillian Bernal 
Designated Reviewer 
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Approval of Human Research
From:            UCF Institutional Review Board #1

        FWA00000351, IRB00001138

To:                 Kevin Pfeil and Co-PIs Joseph J LaViola II and Katelynn A Kapalo

Date:              October 18, 2017

Dear Researcher:

On 10/18/2017 the IRB approved the following human participant research until 10/17/2018 inclusive: 

Type of Review: UCF Initial Review Submission Form
Expedited Review Category #6 & 7
This approval includes a Waiver of Written Documentation of 
Consent 

Project Title:  Navigation and Direction Using Vibro-Tactile Interfaces 
Investigator:  Kevin Pfeil

IRB Number:  SBE-17-13387
Funding Agency:  

Grant Title:  
Research ID:  N/A

The scientific merit of the research was considered during the IRB review. The Continuing Review 
Application must be submitted 30days prior to the expiration date for studies that were previously 
expedited, and 60 days prior to the expiration date for research that was previously reviewed at a convened 
meeting.  Do not make changes to the study (i.e., protocol, methodology, consent form, personnel, site, 
etc.) before obtaining IRB approval.  A Modification Form cannot be used to extend the approval period of 
a study.   All forms may be completed and submitted online at https://iris.research.ucf.edu .  

If continuing review approval is not granted before the expiration date of 10/17/2018,
approval of this research expires on that date. When you have completed your research, please submit a 
Study Closure request in iRIS so that IRB records will be accurate.

Use of the approved, stamped consent document(s) is required.  The new form supersedes all previous 
versions, which are now invalid for further use.  Only approved investigators (or other approved key study 
personnel) may solicit consent for research participation.  Participants or their representatives must receive 
a copy of the consent form(s). 

All data, including signed consent forms if applicable, must be retained and secured per protocol for a minimum of 
five years (six if HIPAA applies) past the completion of this research.  Any links to the identification of participants 
should be maintained and secured per protocol.  Additional requirements may be imposed by your funding agency, 
your department, or other entities.  Access to data is limited to authorized individuals listed as key study personnel.  

In the conduct of this research, you are responsible to follow the requirements of the Investigator Manual.

On behalf of Sophia Dziegielewski, Ph.D., L.C.S.W., UCF IRB Chair, this letter is signed by:

University of Central Florida Institutional Review Board
Office of Research & Commercialization
12201 Research Parkway, Suite 501
Orlando, Florida 32826-3246
Telephone: 407-823-2901 or 407-882-2276
www.research.ucf.edu/compliance/irb.html
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Signature applied by Jennifer Neal-Jimenez  on 10/18/2017 02:37:56 PM EDT

Designated Reviewer
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ACM Copyright and Audio/Video Release 

Title of the Work: An Analysis of User Perception Regarding Body-Worn 360° Camera Placements and Heights
Submission ID:5 
Author/Presenter(s): Kevin P. Pfeil; Pamela J. Wisniewski; Joseph J. Laviola Jr. 
Type of material:Full Paper 

Publication and/or Conference Name:     SAP '19: ACM Symposium on Applied Perception 2019 Proceedings       

I. Copyright Transfer, Reserved Rights and Permitted Uses      

* Your Copyright Transfer is conditional upon you agreeing to the terms set out below.

Copyright to the Work and to any supplemental files integral to the Work which are submitted with it for
review and publication such as an extended proof, a PowerPoint outline, or appendices that may exceed a
printed page limit, (including without limitation, the right to publish the Work in whole or in part in any
and all forms of media, now or hereafter known) is hereby transferred to the ACM (for Government work,
to the extent transferable) effective as of the date of this agreement, on the understanding that the Work
has been accepted for publication by ACM. 

Reserved Rights and Permitted Uses

(a) All rights and permissions the author has not granted to ACM are reserved to the Owner, including all
other proprietary rights such as patent or trademark rights. 

(b) Furthermore, notwithstanding the exclusive rights the Owner has granted to ACM, Owner shall have
the right to do the following:

(i) Reuse any portion of the Work, without fee, in any future works written or edited by the Author,
including books, lectures and presentations in any and all media.

(ii) Create a "Major Revision" which is wholly owned by the author

(iii) Post the Accepted Version of the Work on (1) the Author's home page, (2) the Owner's institutional
repository, (3) any repository legally mandated by an agency funding the research on which the Work is
based, and (4) any non-commercial repository or aggregation that does not duplicate ACM tables of
contents, i.e., whose patterns of links do not substantially duplicate an ACM-copyrighted volume or issue.
Non-commercial repositories are here understood as repositories owned by non-profit organizations that
do not charge a fee for accessing deposited articles and that do not sell advertising or otherwise profit from
serving articles.

(iv) Post an "Author-Izer" link enabling free downloads of the Version of Record in the ACM Digital
Library on (1) the Author's home page or (2) the Owner's institutional repository; 

(v) Prior to commencement of the ACM peer review process, post the version of the Work as submitted to
ACM ("Submitted Version" or any earlier versions) to non-peer reviewed servers;

(vi) Make free distributions of the final published Version of Record internally to the Owner's employees,
if applicable;

(vii) Make free distributions of the published Version of Record for Classroom and Personal Use;

(viii) Bundle the Work in any of Owner's software distributions; and 

(ix) Use any Auxiliary Material independent from the Work. (x) If your paper is withdrawn before it is
published in the ACM Digital Library, the rights revert back to the author(s). 
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When preparing your paper for submission using the ACM TeX templates, the rights and permissions
information and the bibliographic strip must appear on the lower left hand portion of the first page.

The new ACM Consolidated TeX template Version 1.3 and above automatically creates and positions these
text blocks for you based on the code snippet which is system-generated based on your rights management
choice and this particular conference.

NOTE: For authors using the ACM Microsoft Word Master Article Template and Publication Workflow,
The ACM Publishing System (TAPS) will add the rights statement to your papers for you. Please check
with your conference contact for information regarding submitting your source file(s) for processing. 

Please copy and paste \setcopyright{acmcopyright} before \begin{document} and please copy and
paste the following code snippet into your TeX file between \begin{document} and \maketitle, either
after or before CCS codes.

\copyrightyear{2019} 
\acmYear{2019} 
\acmConference[SAP '19]{ACM Symposium on Applied Perception 2019}{September 19--20,
2019}{Barcelona, Spain}
\acmBooktitle{ACM Symposium on Applied Perception 2019 (SAP '19), September 19--20, 2019,
Barcelona, Spain}
\acmPrice{15.00}
\acmDOI{10.1145/3343036.3343120}
\acmISBN{978-1-4503-6890-2/19/09}

If you are using the ACM Microsoft Word template, or still using an older version of the ACM TeX
template, or the current versions of the ACM SIGCHI, SIGGRAPH, or SIGPLAN TeX templates, you
must copy and paste the following text block into your document as per the instructions provided with
the templates you are using:

Permission to make digital or hard copies of all or part of this work for personal or classroom use
is granted without fee provided that copies are not made or distributed for profit or commercial
advantage and that copies bear this notice and the full citation on the first page. Copyrights for
components of this work owned by others than ACM must be honored. Abstracting with credit is
permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires
prior specific permission and/or a fee. Request permissions from Permissions@acm.org.

SAP '19, September 19–20, 2019, Barcelona, Spain 
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6890-2/19/09…$15.00 
https://doi.org/10.1145/3343036.3343120

NOTE: Make sure to include your article's DOI as part of the bibstrip data; DOIs will be registered and
become active shortly after publication in the ACM Digital Library. Once you have your camera ready copy
ready, please send your source files and PDF to your event contact for processing.

A. Assent to Assignment. I hereby represent and warrant that I am the sole owner (or authorized

agent of the copyright owner(s)), with the exception of third party materials detailed in section III below. I
have obtained permission for any third-party material included in the Work.

B. Declaration for Government Work. I am an employee of the National Government of my country
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and my Government claims rights to this work, or it is not copyrightable (Government work is classified
as Public Domain in U.S. only)

 Are any of the co-authors, employees or contractors of a National Government? Yes No

II. Permission For Conference Recording and Distribution

* Your Audio/Video Release is conditional upon you agreeing to the terms set out below. 

I hereby grant permission for ACM to include my name, likeness, presentation and comments in any and
all forms, for the Conference and/or Publication. 

I further grant permission for ACM to record and/or transcribe and reproduce my presentation as part
of the ACM Digital Library, and to distribute the same for sale in complete or partial form as part of an
ACM product on CD-ROM, DVD, webcast, USB device, streaming video or any other media format now
or hereafter known. 

I understand that my presentation will not be sold separately as a stand-alone product without my direct
consent. Accordingly, I give ACM the right to use my image, voice, pronouncements, likeness, and my
name, and any biographical material submitted by me, in connection with the Conference and/or
Publication, whether used in excerpts or in full, for distribution described above and for any associated
advertising or exhibition. 

Do you agree to the above Audio/Video Release? Yes No

III. Auxiliary Material 

Do you have any Auxiliary Materials? Yes No 

IV. Third Party Materials 
In the event that any materials used in my presentation or Auxiliary Materials contain the work of
third-party individuals or organizations (including copyrighted music or movie excerpts or anything not
owned by me), I understand that it is my responsibility to secure any necessary permissions and/or
licenses for print and/or digital publication, and cite or attach them below. 

We/I have not used third-party material. 
We/I have used third-party materials and have necessary permissions. 

V. Artistic Images
If your paper includes images that were created for any purpose other than this paper and to which you or
your employer claim copyright, you must complete Part V and be sure to include a notice of copyright
with each such image in the paper. 

We/I do not have any artistic images. 
We/I have any artistic images. 

VI. Representations, Warranties and Covenants 

The undersigned hereby represents, warrants and covenants as follows: 

(a) Owner is the sole owner or authorized agent of Owner(s) of the Work;
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(b) The undersigned is authorized to enter into this Agreement and grant the rights included in this
license to ACM;

(c) The Work is original and does not infringe the rights of any third party; all permissions for use of
third-party materials consistent in scope and duration with the rights granted to ACM have been
obtained, copies of such permissions have been provided to ACM, and the Work as submitted to ACM
clearly and accurately indicates the credit to the proprietors of any such third-party materials
(including any applicable copyright notice), or will be revised to indicate such credit;

(d) The Work has not been published except for informal postings on non-peer reviewed servers, and
Owner covenants to use best efforts to place ACM DOI pointers on any such prior postings; 

(e) The Auxiliary Materials, if any, contain no malicious code, virus, trojan horse or other software
routines or hardware components designed to permit unauthorized access or to disable, erase or
otherwise harm any computer systems or software; and

(f) The Artistic Images, if any, are clearly and accurately noted as such (including any applicable
copyright notice) in the Submitted Version.

I agree to the Representations, Warranties and Covenants

DATE: 08/16/2019 sent to kevin.pfeil@knights.ucf.edu at 10:08:43 
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ACM Copyright and Audio/Video Release 

T i t l e  o f  t h e  W o r k : The  E f f ec t s  o f  Gende r  and  t he  P resence  o f  Th i r d -Pa r t y  Humans  on
Telepresence Camera Height  Preferences
Submission ID:4949125 
Author /Presenter (s ) :  K e v i n  P f e i l , P a m e l a  W i s n i e w s k i , J o s e p h  L a v i o l a  
T y p e  o f  m a t e r i a l :F u l l  P a p e r  

Publication and/or Conference Name:         SAP '20 :  ACM Sympos ium on  App l ied  Percep t ion  2020
P r o c e e d i n g s              

I. Copyright  Transfer ,  Reserved Rights  and Permitted Uses       

* Your Copyright Transfer is conditional upon you agreeing to the terms set out below.

Copyright to the Work and to any supplemental files integral to the Work which are
submitted with it  for review and publication such as an extended proof,  a PowerPoint outline,
or appendices that may exceed a printed page limit,  ( including without l imitation, the right
to publish the Work in whole or in part in any and all  forms of media, now or hereafter
known) is hereby transferred to the ACM (for Government work, to the extent transferable)
effective as of  the date of this  agreement,  on the understanding that  the Work has been
accepted for publication by ACM. 

Reserved Rights and Permitted Uses

(a) All rights and permissions the author has not granted to ACM are reserved to the Owner,
including all  other proprietary rights such as patent or trademark rights.  

(b) Furthermore, notwithstanding the exclusive rights the Owner has granted to ACM, Owner
shall have the right to do the following:

(i) Reuse any portion of the Work, without fee, in any future works written or edited by the
Author,  including books, lectures and presentations in any and all  media.

(ii) Create a "Major Revision" which is wholly owned by the author

(iii) Post the Accepted Version of the Work on (1) the Author's home page, (2) the Owner's
institutional repository, (3) any repository legally mandated by an agency funding the
research on which the Work is  based, and (4) any non-commercial  repository or aggregation
that does not duplicate ACM tables of contents,  i .e. ,  whose patterns of l inks do not
substantially duplicate an ACM-copyrighted volume or issue. Non-commercial repositories
are here understood as  reposi tor ies  owned by non-profi t  organizat ions that  do not  charge a
fee for accessing deposited articles and that do not sell  advertising or otherwise profit  from
serving articles.

(iv) Post an "Author-Izer" link enabling free downloads of the Version of Record in the ACM
Digital Library on (1) the Author's home page or (2) the Owner's institutional repository; 

(v) Prior to commencement of the ACM peer review process, post the version of the Work as
submitted to ACM ("Submitted Version" or any earlier versions) to non-peer reviewed servers;

(vi) Make free distributions of the final published Version of Record internally to the Owner's
employees, if applicable;

(vii) Make free distributions of the published Version of Record for Classroom and Personal
Use;
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(viii) Bundle the Work in any of Owner's software distributions; and 

(ix) Use any Auxiliary Material independent from the Work. (x) If your paper is withdrawn
before it is published in the ACM Digital Library, the rights revert back to the author(s). 

When preparing your paper for submission using the ACM TeX templates,  the rights and
permissions information and the bibliographic str ip must appear on the lower left  hand
portion of the first  page.

The new ACM Consolidated TeX template Version 1.3 and above automatically creates and
posi t ions these text  blocks for  you based on the code snippet  which is  system-generated
based on your r ights  management choice and this  part icular  conference.

NOTE: For authors using the ACM Microsoft Word Master Article Template and Publication
Workflow, The ACM Publishing System (TAPS) will add the rights statement to your papers for
you. Please check with your conference contact for information regarding submitting your
source file(s) for processing. 

Please put the following LaTeX commands in the preamble of  your document -  i .e. ,
before \begin{document}:

\copyrightyear{2020} 
\acmYear{2020} 
\setcopyright{acmcopyright}\acmConference[SAP '20]{ACM Symposium on Applied
Perception 2020}{September 12--13, 2020}{Virtual Event, USA}
\acmBooktitle{ACM Symposium on Applied Perception 2020 (SAP '20), September
12--13, 2020, Virtual Event, USA}
\acmPrice{15.00}
\acmDOI{10.1145/3385955.3407924}
\acmISBN{978-1 -4503-7618-1 /20 /07}

NOTE: For authors using the ACM Microsoft Word Master Article Template and
Publication Workflow, The ACM Publishing System (TAPS) will add the rights
statement to your papers for you. Please check with your conference contact for
information regarding submitting your source file(s) for processing.

If you are using the ACM Interim Microsoft Word template, or still using or older
versions of the ACM SIGCHI template, you must copy and paste the following text
block into your document as per the instructions provided with the templates you are
using:

Permission to make digital or hard copies of all  or part of this work for personal or
classroom use is  granted without  fee provided that  copies are not  made or distr ibuted
for profit  or commercial  advantage and that copies bear this notice and the full
citation on the first  page. Copyrights for components of this work owned by others
than ACM must be honored. Abstracting with credit  is permitted. To copy otherwise,
or republish, to post on servers or to redistribute to l ists,  requires prior specific
permission and/or a fee.  Request  permissions from Permissions@acm.org.

SAP '20, September 12–13, 2020, Virtual Event, USA 
© 2020 Association for Computing Machinery.
ACM ISBN 978-1-4503-7618-1 /20 /07…$15.00  
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ACM ISBN 978-1-4503-7618-1 /20 /07…$15.00  
h t t p s : / / d o i . o r g / 1 0 . 1 1 4 5 / 3 3 8 5 9 5 5 . 3 4 0 7 9 2 4

NOTE: Make sure to include your article's DOI as part of the bibstrip data; DOIs will be
registered and become active shortly after publication in the ACM Digital Library. Once you
have your camera ready copy ready, please send your source files and PDF to your event
contact for processing.

A. Assent to Assignment.  I  hereby represent and warrant that I  am the sole owner (or

authorized agent of the copyright owner(s)),  with the exception of third party materials
detailed in section III below. I have obtained permission for any third-party material included
in the Work.

B. Declaration for Government Work. I am an employee of the National Government of my

country and my Government claims rights to this work, or i t  is not copyrightable
(Government work is classified as Public Domain in U.S. only)

II .  Permiss ion For Conference Recording and Distr ibution

*  Y o u r  A u d i o / V i d e o  R e l e a s e  i s  c o n d i t i o n a l  u p o n  y o u  a g r e e i n g  t o  t h e  t e r m s  s e t  o u t  b e l o w .  

I  hereby grant permission for ACM to include my name, l ikeness,  presentation and
comments in any and all  forms, for the Conference and/or Publication. 

I  further grant permission for ACM to record and/or transcribe and reproduce my
presentation as part of the ACM Digital Library, and to distribute the same for sale in
complete or partial form as part of an ACM product on CD-ROM, DVD, webcast, USB device,
streaming video or any other media format now or hereafter  known. 

I  understand that  my presentat ion wil l  not  be sold separately as a  s tand-alone product
without my direct consent. Accordingly, I give ACM the right to use my image, voice,
pronouncements,  l ikeness,  and my name, and any biographical  material  submitted by me,
in connection with the Conference and/or Publication, whether used in excerpts or in full ,
for distribution described above and for any associated advertising or exhibition. 

Do you agree to the above Audio/Video Release? Yes N o

III. Auxiliary Material 

Do you have any Auxiliary Materials? Yes No 

IV. Third Party Materials 
In the event that any materials used in my presentation or Auxiliary Materials contain the
work of third-party individuals or organizations (including copyrighted music or movie
excerpts or anything not owned by me),  I  understand that i t  is  my responsibil i ty to secure
any necessary permissions and/or l icenses for print  and/or digital  publication,  and cite or
at tach them below. 

We/I have not used third-party material .  
We/I  have used third-party materials  and have necessary permissions.  
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V. Artist ic  Images
If  your paper includes images that  were created for any purpose other than this  paper and to
which you or your employer claim copyright,  you must complete Part V and be sure to
include a notice of copyright with each such image in the paper.  

We/I do not have any artistic images. 
We/I have any artistic images. 

VI.  Representat ions ,  Warranties  and Covenants 

The undersigned hereby represents,  warrants and covenants as follows: 

(a) Owner is the sole owner or authorized agent of Owner(s) of the Work;

(b) The undersigned is  authorized to enter  into this  Agreement and grant  the r ights
included in this license to ACM;

(c) The Work is original and does not infringe the rights of any third party; all permissions
for use of third-party materials  consistent  in scope and duration with the r ights granted
to ACM have been obtained, copies of such permissions have been provided to ACM, and
the Work as submitted to ACM clearly and accurately indicates the credit to the
proprietors of any such third-party materials (including any applicable copyright notice),
or will be revised to indicate such credit;

(d) The Work has not been published except for informal postings on non-peer reviewed
servers,  and Owner covenants to use best efforts to place ACM DOI pointers on any such
prior  post ings;  

(e) The Auxiliary Materials, if any, contain no malicious code, virus, trojan horse or other
software rout ines or  hardware components  designed to permit  unauthorized access  or  to
disable,  erase or  otherwise harm any computer systems or software;  and

(f) The Artistic Images, if any, are clearly and accurately noted as such (including any
applicable copyright notice) in the Submitted Version.

I  agree to the Representations,  Warranties and Covenants

Funding  Agent s

1. Research, Development and Engineering Command award number(s):  W911QX13C0052
2. National Science Foundation award number(s):  IIS-1638060,IIS-1917728
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Pub l ica t ion :         PACM on  Human-Compute r  In te rac t ion  

I. Copyright Transfer, Reserved Rights and Permitted Uses      

* Your Copyright Transfer is conditional upon you agreeing to the terms set out
below. 

Copyright to the Work and to any supplemental files integral to the Work which are
submitted with it  for review and publication such as an extended proof,  a PowerPoint
outline,  or appendices that may exceed a printed page limit,  ( including without
limitation, the right to publish the Work in whole or in part in any and all forms of
media, now or hereafter known) is hereby transferred to the ACM (for Government
work, to the extent transferable) effective as of the date of this agreement,  on the
understanding that the Work has been accepted for publication by ACM. 

Reserved Rights and Permitted Uses

(a) All rights and permissions the author has not granted to ACM are reserved to the
Owner,  including all  other proprietary rights such as patent or trademark rights.  

(b) Furthermore, notwithstanding the exclusive rights the Owner has granted to ACM,
Owner shall have the right to do the following:

(i) Reuse any portion of the Work, without fee, in any future works written or edited by
the Author,  including books,  lectures and presentations in any and all  media.

(ii) Create a "Major Revision" which is wholly owned by the author

(iii) Post the Accepted Version of the Work on (1) the Author's home page, (2) the
Owner's institutional repository, or (3) any repository legally mandated by an agency
funding the research on which the Work is based.

(iv) Post an "Author-Izer" link enabling free downloads of the Version of Record in the
ACM Digital Library on (1) the Author's home page or (2) the Owner's institutional
repository; 

(v) Prior to commencement of the ACM peer review process, post the version of the
Work as submitted to ACM ("Submitted Version" or any earlier versions) to non-peer
reviewed servers;

(vi) Make free distributions of the final published Version of Record internally to the
Owner's employees, if applicable;

(vii) Make free distributions of the published Version of Record for Classroom and
Personal Use;
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(viii) Bundle the Work in any of Owner's software distributions; and 

(ix) Use any Auxiliary Material independent from the Work.

(x)If your paper is withdrawn before it is published in the ACM Digital Library, the
rights revert  back to the author(s).  

When preparing your paper for submission using the ACM templates,  you will  need to
include the r ights management and bibstrip text  blocks below to the lower left  hand
portion of the first page. As this text will provide rights information for your paper,
please make sure that  this text  is  displayed and posit ioned correctly when you submit
your manuscript for publication.

Authors should understand that consistent with ACM's policy of encouraging
dissemination of information, each work published by ACM appears with a copyright
and the following notice: 

If you are using Authorized ACM TeX templates, the following code will
generate the proper statements based on your rights choices.  Please
copy and paste i t  into your TeX fi le between \begin{document} and
\maketitle,  either after or before CCS codes.

\setcopyright{acmcopyright}
\acmJournal{PACMHCI}
\acmYear{2021} \acmVolume{5} \acmNumber{CSCW1} \acmArticle{120}
\acmMonth{4} \acmPrice{15.00}\acmDOI{10.1145/3449194}

If  you are using Word, copy and paste these words in the space
provided at the bottom of your f irst  page:

Permission to make digital or hard copies of all  or part of this work for
personal  or  classroom use is  granted without fee provided that  copies
are not  made or distr ibuted for profi t  or  commercial  advantage and
that copies bear this notice and the full  citation on the first  page.
Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit  is  permitted.  To copy
otherwise,  or republish,  to post on servers or to redistribute to l ists ,
requires prior specific permission and/or a fee.  Request  permissions
from Permissions@acm.org. 

Copyright  © ACM 2021 2573-0142/2021/MonthOfPublicat ion -
ArticleNumber $15.00
h t t p s : / / d o i . o r g / 1 0 . 1 1 4 5 / 3 4 4 9 1 9 4

NOTE: DOIs will be registered and become active shortly after publication in the ACM
Digital Library

A. Assent to Assignment.  I  hereby represent and warrant that I  am the sole owner
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A. Assent to Assignment.  I  hereby represent and warrant that I  am the sole owner
(or authorized agent of the copyright owner(s)),  with the exception of third party
materials detailed in section III below. I have obtained permission for any third-party
material included in the Work.

B. Declaration for Government Work. I am an employee of the National
Government of my country and my Government claims rights to this work, or i t  is not
copyrightable (Government work is classified as Public Domain in U.S. only)

 Are any of the co-authors,  employees or contractors of a National Government? 
Yes N o

Country: 

II. PERMISSION FOR CONFERENCE TAPING AND DISTRIBUTION (Check A and, if
appl icable ,  B)
A. Audio /Video Release 

I hereby grant permission for ACM to include my name, l ikeness,  presentation and
comments in any and all  forms, for the Conference and/or Publication. 

I  further grant permission for ACM to record and/or transcribe and reproduce my
presentation as part of the ACM Digital Library, and to distribute the same for sale in
complete or partial form as part of an ACM product on CD-ROM, DVD, webcast, USB
device,  streaming video or any other media format now or hereafter known.

I understand that my presentation will  not be sold separately by itself  as a
stand-alone product without my direct consent. Accordingly, I give ACM the right to
use my image,  voice,  pronouncements,  l ikeness,  and my name, and any biographical
material  submitted by me, in connection with the Conference and/or Publication,
whether used in excerpts or in full ,  for distribution described above and for any
associated advertising or exhibition.

Do you agree to the above Audio/Video Release? Yes N o

III. Auxiliary Materials, not integral to the Work
*  Y o u r  A u x i l i a r y  M a t e r i a l s  R e l e a s e  i s  c o n d i t i o n a l  u p o n  y o u  a g r e e i n g  t o  t h e  t e r m s  s e t  o u t  b e l o w .  

[Defined as additional files,  including software and executables that are not
submitted for review and publication as an integral part  of the Work but are supplied
by the author as useful  resources for the reader.]  

I hereby grant ACM permission to serve files containing my Auxiliary Material from
the ACM Digital Library. I hereby represent and warrant that any of my Auxiliary
Materials do not knowingly and surreptitiously incorporate malicious code, virus,
t rojan horse or  other  software rout ines or  hardware components  designed to permit
unauthorized access or  to disable,  erase or  otherwise harm any computer  systems or
software.  

I  agree to the above Auxiliary Materials permission statement.

This software is knowingly designed to il lustrate technique(s) intended to defeat a
system's security.  The code has been explicit ly documented to state this fact .
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IV. Third Party Materials 
In the event that any materials used in my presentation or Auxiliary Materials contain
the work of third-party individuals or organizations (including copyrighted music or
movie excerpts or anything not owned by me),  I  understand that i t  is  my
responsibil i ty to secure any necessary permissions and/or l icenses for  print  and/or
digital publication, and cite or attach them below. 

We/I have not used third-party material .  
We/I  have used third-party materials  and have necessary permissions.  

V. Art ist ic  Images
If  your paper includes images that  were created for any purpose other than this paper
and to which you or your employer claim copyright,  you must complete Part IV and be
sure to include a notice of copyright with each such image in the paper.  

We/I do not have any artistic images. 
We/I have have any artistic images. 

VI.  Representat ions ,  Warranties  and Covenants 

The undersigned hereby represents,  warrants and covenants as fol lows: 

(a) Owner is the sole owner or authorized agent of Owner(s) of the Work;

(b) The undersigned is  authorized to enter  into this  Agreement and grant  the
rights included in this license to ACM;

(c) The Work is original and does not infringe the rights of any third party; all
permissions for use of third-party materials  consistent  in scope and duration with
the rights granted to ACM have been obtained,  copies of such permissions have
been provided to ACM, and the Work as submitted to ACM clearly and accurately
indicates the credit  to the proprietors of any such third-party materials (including
any applicable copyright notice), or will be revised to indicate such credit;

(d) The Work has not  been published except for informal postings on non-peer
reviewed servers, and Owner covenants to use best efforts to place ACM DOI
pointers on any such prior  postings;  

(e) The Auxiliary Materials, if any, contain no malicious code, virus, trojan horse or
other  sof tware rout ines  or  hardware components  designed to  permit  unauthorized
access or  to disable,  erase or  otherwise harm any computer systems or software;
a n d

(f) The Artistic Images, if any, are clearly and accurately noted as such (including
any applicable copyright notice) in the Submitted Version.

I  agree to the Representations,  Warranties and Covenants

Funding Agents
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