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ABSTRACT
This paper explores the use of multi-touch interaction in a
3D training environment as a way to enhance learning of
sensorimotor skills as well as procedural knowledge. We
present a between subjects experiment with 36 participants
distributed into 3 groups that use multi-touch interaction, in-
teraction with the physical apparatus, and a control group us-
ing basic mouse-based interaction. A post-training test car-
ried out 3 days later evaluated performance in conducting the
real world task from memory. Results show that the multi-
touch interaction and the real world groups had significantly
better performance scores than the mouse interaction group,
with no significant difference between multi-touch and real
world groups. Our results demonstrate that multi-touch inter-
action trained participants on the task as well as training on
the actual equipment, indicating multi-touch interaction is a
potential replacement for the physical apparatus when doing
procedural training.

ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (HCI): Mis-
cellaneous

Author Keywords
Multi-touch; surface; procedural training; transfer learning;
user study

INTRODUCTION
Multi-touch Tabletops and Surfaces have been used for a
multitude of applications such as visualizing information
[17] , inquiry-based learning [14], collaboration [6], neuro-
rehabilitation [1], and strategic simulation training [2]. How-
ever, not much exploration has been done in leveraging multi-
touch interaction for procedural training such as an industrial
assembly tasks, mechanical repairs, or medical procedures.
Industrial assembly or repairs are usually taught through
video documentation, 2D mechanical drawings, or the expla-
nation from an expert. Traditional medical education relies
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Figure 1: The motorized bicycle model in the virtual environ-
ment with the tools and parts on the table or in the tool bar for
easy access.

heavily on lectures for factual knowledge, observing profes-
sionals and treating patients under supervision. However, en-
active learning and interfaces have been shown to be more
effective than passive learning methods [10]. Enactive inter-
faces have been shown to be especially effective when opti-
mizing affordances, or possible actions available to someone
using the interface [16]. We aim to leverage the combined af-
fordances of a multi-touch surface and a virtual environment
to provide an effective replacement for their physical coun-
terparts as a way to reduce cost and save time.

Our goal is to evaluate the training benefits of a multi-touch
training system that provides realistic affordances, by way of
physical multi-touch gestures in a virtual environment. This
paper focuses on the use of a multi-touch surface for learning
a procedural task, specifically learning a repair and assem-
bly task, and the transfer of knowledge to the real world task.
Mechanical repair tasks, as well as medical procedures, are
complex tasks which involve the knowledge of specific pro-
cedures, the location of parts, the interactions between parts,
and the use of tools. We demonstrate realistic physical ges-
tures and interaction techniques that aid in learning by creat-
ing realistic constraints that would be applicable to a variety
of procedural tasks.

Specifically, we address the following research question:
How does multi-touch interaction affect the learning of a pro-
cedural assembly task? To address this question, this paper
presents a study evaluating the knowledge transfer acquired



with multi-touch interaction technology compared to stan-
dard training methods. We compared multi-touch interaction
to standard 2D mouse interaction and to actual physical train-
ing.

RELATED WORK

Multi-touch Interaction
There has been much work in interactive tabletops in educa-
tion; for experiential learning [5], to enhance collaborative
learning [13] or encourage inquiry-based learning [14], [15].
The Flow of Electrons [5] provides an augmented workspace
for learning physical computing experientially. By allowing
users to place electronics components on the surface and ex-
periment with wiring and the outcomes, it allows users to
make mistakes without fear of breaking anything. It bridges
the gap between digital information and actual hardware com-
ponents. Similarly, in [13] the affordances of study materi-
als on the tabletop versus paper allowed for more playfulness
and experimentation since the notes or drawings created were
not permanent and were easily edited. In G-nome Surfer, a
tabletop interface for learning genomics, users demonstrated
a higher degree of cooperative behavior and higher test scores
on tabletops compared to traditional GUI setups in genomics
study. The ability for users to easily and immediately ex-
periment and practice without the fear of making permanent
mistakes is something that can benefit training applications as
well, since users may be intimidated by expensive equipment
or dangerous medical procedures.

Multi-touch interfaces have not been explored as much in
the context of training. OrMiS [2], a tabletop interface for
simulation-based training, where military officers use a map-
based tool to carry out strategic maneuvers and combat, en-
abling large-scale training exercises without the cost of field
deployment. OrMiS is designed to replace traditional PC-
based simulation tools while improving ease of learning and
better facilitating collaborative work. OrMis focuses on 2D
map-based strategic tasks whereas we focus on training on a
physical apparatus in a 3D environment using realistic ges-
tures. For medical training SimMed implements a 3D simu-
lation in an augmented tabletop environment to teach medical
procedural skills for diagnosis and treatment [19]. They ob-
served high levels of immersion and positive social aspects,
as well as observations that suggest a significant learning ef-
fect. Their training was very open-ended in order to explore
the diagnostic techniques trainees chose, whereas we are fo-
cused on training a specific step-by-step procedure. There
are no other studies, that we are aware of, which evaluate
the efficiency and effectiveness of procedural training using
multi-touch interactive surfaces.

VR and AR Procedural Learning
Although there hasn’t been much work with multi-touch sys-
tems in the areas of maintenance and medical training, there
has been much work with VR and AR systems[8, 9, 11, 12].
There have been many studies evaluating the effectiveness of
VR and AR compared to traditional methods, reporting in
some cases that these methods perform as well as traditional
hands-on methods. For instance, Ganier et al. compared tank
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Figure 2: The physical motorized bicycle apparatus (2a) with
the accompanying tools and parts (2b).

maintenance procedure performance after conventional train-
ing with a real tank and those trained in a virtual environment.
Both training groups were also compared to a no-training
control group who carried out the procedure using only job
instructions [7]. No differences were found for the testing
task completion times for the test groups, but significant dif-
ferences were found between both test groups and the con-
trol group. Indicating that procedural knowledge learned in a
virtual environment is transferred to real-world performance.
Another study evaluated different Virtual Reality interaction
technologies in learning an industrial maintenance task [18].
The four different interaction technologies were basic mouse,
2D mocap, 3D mocap, and a haptic device. They found negli-
gible impact on the learning of assembly task when the focus
is on transfer of procedural knowledge rather than the trans-
fer of sensorimotor skills. In addition, users that trained with
mouse and 2D mocap took significantly less time training.

Henderson and Feiner evaluate an augmented reality (AR)
user interface designed to assist users in the psychomotor
phase of procedural tasks [9]. Their user study showed par-
ticipants completed the psychomotor aspects of the assem-
bly task significantly faster and with greater accuracy than
when using assistance on a stationary LCD screen. Another
study examined VR and AR techniques compared with clas-
sic training techniques. The VR and AR methods showed
no significant differences over control methods. In addition,
they found AR training for industrial maintenance and assem-
bly (IMA) tasks can reduce the number of unsolved errors
[7]. One of the main differences with these AR and VR stud-
ies is they they make use of 3D spatial interfaces [3] while



(a) Assemble Clutch (b) Test and adjust clutch (c) Install spark plug (d) Configure wiring

Figure 3: The four different sub-tasks (3a - 3d) shown on the physical bicycle apparatus (top), and in the virtual environment
(bottom).

we focus on 2D multi-touch gestures. We aim to expand
upon these results in virtual procedural training by explor-
ing whether multi-touch interaction, which leverages realistic
gestures, can perform as well as training on the real equip-
ment.

TRAINING SYSTEMS AND TASK
The selected experimental task consisted of assembling and
testing part of a 2-stroke bicycle-mounted engine (shown in
Figure 2). The apparatus and task were selected based upon a
number of constraints: (1) the task should use tools, parts and
gestures that would be applicable to industrial, defense, or
medical tasks, (2) the apparatus should be able to fit into our
lab, (3) the task should be safe for all participants to perform,
(4) the task should be significantly complex and non-obvious
that a layman could not complete it without prior training.
These constraints led us to repairing a 2-stroke bicycle engine
where participants could assemble, test and adjust the clutch
and other parts.

The overall task consisted of 22 steps grouped into 4
sub-tasks (shown in Figure 3): (1) clutch assembly, (2)
clutch functionality testing and adjustments, (3) spark plug
installation, and (4) wire configuration. Some examples of
the operations participants had to perform are: tightening
the clutch wheel nut to adjust the clutch plate, tightening
screws with a screwdriver, installing the spark plug with a
socket wrench, and plugging in wires. The task also required
verifying the correct clutch plate tightness, where the engine
needed to be disengaged with the clutch in and engaged with
the clutch out. If either of these conditions are not true the
clutch plate should be looser or tighter respectively. In total,
participants had to manipulate roughly 25 parts, and use
three different types of tools (shown in Figure 2b).

Motorized Bicycle
The physical apparatus was a motorized bicycle mounted on
a small stand to allow pedaling the bike freely in place for
testing purposes. The participants that trained on the physi-
cal bicycle had the advantage of experiencing the affordances
provided by each of the tools and parts involved in the task.
For instance, understanding the correct tightness of the clutch
plate is an important step in the process. This can be experi-
enced by tightening the nut about 80% of the way and making
sure the clutch plate still has about 1/8” of movement. As de-
scribed above, correct clutch plate tightness can be verified
by pedaling the bike with both the clutch in and the clutch
out. The user can verify the engine is disengaged visually
by looking at the gears and observing the relative easiness
of pedaling the bike. With the engine engaged, the user can
feel that the bike is more difficult to pedal and hear the en-
gine making a chugging sound. The ability to examine the
parts and bike apparatus from any viewpoint or zoom level is
also an advantage the physical model provides. As described
above, the physical bicycle provides feedback in the form of
opposing forces and aural and visual cues.

Virtual Model and Multi-touch Interaction
The virtual environment contained a detailed, working model
of the bicycle, engine, components and tools involved (shown
in Figure 1). A tool bar was also provided so that if a user was
zoomed into a certain area of the bike they wouldn’t have to
zoom out to select a part from the table. Users could select
the tool or part needed from the tool bar and it would hover
next to the button. Each corresponding step in the task was
replicated in the virtual model and required interaction. We
ensured both the multi-touch and mouse interaction required
the same number of steps to complete the task.

Previous work on user-defined multi-touch gestures for 3D
objects influenced our multi-touch interaction model [4].



Based on this work, all objects, except for small screws, re-
quired two or more fingers to manipulate in order to make
the interaction more realistic. The gestures incorporated were
double tap, translate, rotate, pressure, grasp, grip and hold.
Double tap zoomed in and out of the 5 main viewpoints of the
bike. Translate was used to move parts and tools around. Ro-
tate was used on the clutch plate to align it, and on the screw-
drivers. Pressure was used to apply pressure when installing
the spring and to attach the socket wrench to the spark plug.
Pressure information was interpreted based off touch point
size provided by the display device. Grasp was used on the
clutch lever; multiple fingers had to push down on the lever
while the thumb stayed on the handle grip. Grip was used on
the socket wrench handle to grip it and rotate it around. Hold
was used in 2-handed gestures where gravity or other forces
would take over. For instance, if the user let go of the clutch
plate before securing the clutch wheel nut with the other hand
the plate would detach due to the force of the spring and fall
to the table.

Where possible we aimed to replicate the affordances pro-
vided by the real model in the virtual model and multi-touch
gestures. For example, the steps in the real task and the cor-
responding steps replicated in the virtual model follows and
are shown in Figure 4. In the real model installing the clutch
plate requires: (1) pressing and rotating the spring over the
center bolt until it stays, (2) attaching the clutch plate by ro-
tating it so it aligns with the three pegs, and then (3) holding
and pressing the clutch plate over the spring while screwing
on the clutch wheel nut. The corresponding multi-touch in-
teraction required was identical, where the gestures required
were: (1) translate and pressure rotate the spring, (2) trans-
late, rotate and hold the clutch plate, (3) 2-handed interaction
where one hand holds the clutch plate while the other hand
translates and rotates the clutch wheel nut.

In the above example, even though the main gesture motions
were identical, some affordances were not replicated due to
the constraints of the interface. For instance, in the physi-
cal model you have to rotate and press on the spring until it
clicks onto the center bolt, but sometimes this is tricky and
can be hard understand how it feels when the spring attaches.
Whereas in the multi-touch model, the user only needs to
press and rotate 180 degrees and it will automatically con-
nect. On the other hand, rotating and aligning the plate was
more difficult in the multi-touch model since the user is re-
quired to exactly match up the plate with the three pegs and
then press. In the physical model the same precision is not re-
quired. For step (3), the physical model’s spring pushed back
against the clutch plate reminding users to apply pressure to
keep it in place. In the multi-touch environment, users had
no such feedback and may forget that pressure is required to
prevent the plate from detaching until the nut is secure.

We emphasized the model fidelity and interaction details even
further to articulate any sensorimotor skills that wouldn’t be
found in the user manual alone. As for interaction details,
the number of rotations required to rotate the clutch wheel
nut, the screws with the screwdrivers, and the spark plug with
socket wrench were the same for the actual bicycle appara-

(a) Pressing and ro-
tating the spring over
the center bolt until it
clicks

(b) Pressing and align-
ing the clutch plate
over the spring and
three pegs

(c) Tightening the
clutch wheel nut over
the clutch plate to the
appropriate tightness

Figure 4: The three steps in assembling the clutch (4a - 4c)
shown on the actual bicycle apparatus (top), and in the virtual
environment (bottom).

tus and the virtual model. As for model fidelity, in order to
get the clutch plate to the correct tightness, participants were
directed to tighten the clutch wheel nut approximately 80%
of the way and then perform the clutch testing procedure to
verify it was working correctly. In the virtual model, 80%
tightness also mapped to 1/8” of clutch plate movement so
users could press on the clutch plate and see how much it
depressed. We also indicated that it was harder to pedal the
bicycle with the engine engaged by requiring 2 fingers and
pressure to pedal when engaged and 1 finger versus no pres-
sure threshold when disengaged.

Virtual Model and Mouse Interaction
The mouse interaction was intended as a control training
group, providing only basic click and drag interaction. We
implemented a simplified mouse condition over an optimized
mouse condition to demonstrate that it’s not only the num-
ber of steps the user completes, but the level of interaction
that affects learning. We ensured both the multi-touch and
mouse interaction required the same number of steps. With
the mouse the user would drag the part or tool to the desired
position and then when close enough it would snap to place.
To perform rotations the user would click again and the part
or tool would animate as it rotated into place. If a mistake was
made, the user could click to uninstall and then move the part
away. Since rotations only required one click to animate they
could be completed much quicker than in the multi-touch in-
terface where a user would have to perform multiple rotation
gestures to install the part completely.

USER STUDY
We conducted a user study to explore the effectiveness of
gesture-based multi-touch training. The study examined three
different methods of training how to repair a 2-stroke bicycle
engine. The three methods were using the actual equipment,



using a virtual model with gesture based interaction, and us-
ing a virtual model with a mouse. All groups trained with the
same paper manual and returned three days later for a post-
training test. During the post-test participants were asked to
perform the task on the actual equipment as quickly as possi-
ble from memory and were graded on correct steps and timed.
Our hypotheses were:

H1 The participants trained using the gesture interface will
score as well on the post-test as the participants trained
with the actual equipment.

H2 The participants trained using the gesture interface will
score better on the post-test than the participants trained
using the mouse interface.

H3 Due to discrepancies between manipulating the actual
components and the virtual model, the participants trained
using the gesture interface will perform the post-test slower
than the participants trained with the actual equipment.

H4 Since the gesture participants may have maintained some
muscle memory of the task, participants trained using the
gesture interface will perform the post-test faster than the
participants trained using the mouse interface.

H5 The training time for the mouse participants will be faster
than the bicycle and multi-touch groups since they don’t
have to go through the longer physical gestures.

Participants and Apparatus
There were 36 participants (13 female, 23 male) aged 18 to
37 (x̄ = 23.6,σ = 4.58) randomly distributed into the three
groups. The participants were recruited from a University set-
ting from a wide variety of majors including Speech Pathol-
ogy, Biology, Marketing, Business, Information Technology,
and more. Participants rated their mechanical experience on
a Likert scale from 1 to 7, (x̄ = 3.06, σ = 2.04), and none of
the participants had worked on a similar engine previously.
Training was either conducted on the computer via a 55-inch
Microsoft Perceptive Pixel multi-touch screen, or on the ac-
tual bicycle and engine. Post-tests were performed on the
physical bicycle.

Study Design
The experiment follows a between-subjects design with 36
participants randomly divided into 3 experimental groups
(each participant was assigned to a group in alternating or-
der). Two groups trained in a virtual environment, one using
multi-touch gestures or the other using mouse input. The third
group was trained on the actual bicycle.

Participants were timed during training and testing and scored
on the test. Participants were also asked to rate the following
statements on a Likert scale from 1 (strongly disagree) to 7
(strongly agree), both post-training and post-testing:

Post-Training questions:

Q1 I feel prepared to complete the repair task after completing
the training

Q2 I thoroughly understand the concepts that I learned during
the training

Figure 5: Average user Likert ratings on the preparedness and
understanding questions asked after training and after testing.

Post-Testing questions:

Q1 I was sufficiently prepared to complete the repair task upon
arrival today

Q2 I thoroughly understood the concepts that I learned during
the training

Procedure
Testing occurred exactly 3 days after training to avoid short-
term memory effects. For training, all groups followed the
same protocol. First, participants were presented with the
training apparatus (whether it be the computer or bicycle)
and the paper manual. Second, they were familiarized either
with the tools or the interaction model. Second, participants
were asked to follow along with the paper manual as they
conducted the task. They were told they could complete the
training as many times as they wanted, so long as they could
learn the task and describe the process back to the proctor
correctly.

Three days later, participants returned to perform the task on
the real bicycle engine. They were asked to perform the task
correctly from memory without the user manual. They were
scored on the steps shown in Table 1. One point was given for
each step completed correctly and performed in the correct
order, for a total of 22 points. If they skipped a step then later
remembered and backtracked to complete it, they received a
1/2 point.

RESULTS

Training
Training Time
The participants could go through the training as many times
as they wanted to learn the task and describe the process back
to the proctor, the average total training time by group is



Figure 6: Average training times by training group. Partici-
pants could go through the training multiple times, however
the participants in the physical bike group all opted to only
perform the training once.

shown in Figure 6. We found that all of the participants in the
Bike group only went through the process once, whereas all
of the participants in the Multi-touch and Mouse groups went
through the training twice. The bike trainees would have to
wait on the proctor to dismantle the training model which may
have discouraged them from going through it twice. Once
the virtual users had learned the interface, they were able
to quickly go through the training a second time. The vir-
tual medium affords quickly repeating the training scenario
as compared to the physical training apparatus.

Steps Steps
1 Clutch lever 11 Testing - clutch
2 Clutch button down to adjust
3 Spring 12 Flathead screw
4 Clutch plate 13 Flathead screwdriver
5 Clutch wheel nut 14 Gasket
6 Begin testing 15 Gear case cover
7 Testing - pedal bicycle 16 5 screws
8 Testing - clutch down, 17 Phillips Screwdriver

engine disengaged 18 Spark plug
9 Testing - clutch up, 19 Socket wrench

engine engaged 20 CDI cap
10 Testing - diagnose 21 Connected wiring

correct adjustment 22 Wiring correct

Table 1: Steps in the procedure that participants were scored
on during the post-test.

An independent samples t-test did indicate the multi-touch
group spent significantly more time than the bike group (t22 =
−2.42, p<0.025) and the mouse group (t22 = −2.96, p<0.007)
on the first training session. However, the bike and mouse

Figure 7: Average testing scores by training group.

groups training times were not significantly different (t22 =
0.623, p = 0.540). This result demonstrates that multi-touch
participants had to perform detailed, realistic interactions and
may have also spent extra time adjusting to new gestures.

Questionnaire
We performed a Kruskal-Wallis test (results are shown in Fig-
ure 5) which showed that there were no significant differences
between the different groups for their responses to each of the
4 Likert questions (presented in the Participants and Appara-
tus section). These results indicate that participants from all
groups felt that they were prepared after the training, and still
felt that they were prepared after performing the actual post-
test.

Testing
Testing Scores
When the participants returned for testing, they were asked to
perform the task on the real bicycle and engine from mem-
ory. They were scored on number of steps completed cor-
rectly and timed. The average scores by group are shown in
Figure 7. The scores were normally distributed for the Bike,
Gesture, and Mouse groups as assessed by Shapiro-Wilk’s
test (p >.05). A one-way between-subjects analysis of vari-
ance (ANOVA) was run to compare the effect of the train-
ing method on the testing score. The main effect that train-
ing method had on the dependent variable, testing score, was
found to be significant (F(2,33) = 5.36, p <0.010). Indepen-
dent samples t-tests indicated the gesture group scored sig-
nificantly better than the mouse group (t22 = 2.50, p<0.025)
and the bike group also scored significantly better than the
mouse group (t22 = 2.58, p<0.020). However, the bike
and gesture groups scores were not significantly different
(t22 = 0.240, p = 0.812). This result demonstrates that par-
ticipants that trained with Multi-touch performed as well as
those trained on the actual apparatus and better than those
trained on the Mouse.



Figure 8: The number of users that completed each testing step correctly for each training group; the bike group in blue, the
gesture group in red, and the mouse group in yellow. This graph also demonstrates on which steps users made the most errors
by showing where the deficits are. For example, for the flat screw step only 4 of the mouse users performed the step correctly,
whereas 9 gesture users and 10 bike users performed it correctly.

Testing Errors
Figure 8 shows each step of the testing process and how many
users got the step correct, separated by testing groups. The
errors occurred when a user forgot or skipped a step. If a user
remembered to do a step, there was never a case where the
user didn’t know how to operate the tool or part in that step,
but instead users completely forgot the process altogether.

Testing Scores
The testing times were also measured (shown in 9) and found
to be normally distributed for the Bike, Gesture, and Mouse
groups, as assessed by Shapiro-Wilk’s test (p >.05). A one-
way between-subjects analysis of variance (ANOVA) was run
to compare the effect of the training method on the testing
score. The main effect that training method had on the de-
pendent variable, testing score, was not significant (F(2,33) =
1.64, p = 0.209).

Discussion
The performance results (shown in Figure 7) demonstrate that
participants trained with multi-touch interface scored as well
as those trained on the actual apparatus and better than those
trained on the mouse interface, confirming Hypotheses H1
and H2. However, the post-test times were not statistically
significant and do not confirm Hypotheses H3 and H4. This
could be due to a few reasons. It’s possible incorrect steps
could still lead to the same testing time as a test that was
completed without errors. In addition, the inexperience of
some participants using tools, causing them to be more cau-
tious than others, may have lead to higher variance within

Figure 9: The average testing times by training group.

groups. We believe that a few factors led to the multi-touch
group scoring as well as the bike group. First, the affor-
dances of the multi-touch model were closely mapped to the
affordances of the real model, allowing multi-touch users to
perform nearly the same physical gestures in the simulation
as they would in real life. Secondly, strict constraints used
in the multi-touch training (discussed in the Virtual Model
and Multi-touch Interaction section) demanded more concen-
tration allowing better memory of the steps as well as the
physical motions required. Thirdly, users felt that repeating



the training would be quick and easy since they could sim-
ply restart the environment to start again with the dismantled
model versus undoing each step performed on the physical
model.

Hypothesis H5 was partially confirmed, the Mouse group
trained faster than the Multi-touch group but not the Bike
group. We believe the gesture group had longer training times
since there was a gesture learning curve and mistakes were
made more often during training due some strict constraints.
It could be argued that the multi-touch group performed bet-
ter than the mouse group since they spent more time train-
ing. However, the majority of this time was spent learning,
adjusting and executing gestures, not in additional training
repetitions. Since the number of steps were identical and the
virtual model was the same between the mouse and multi-
touch groups, we believe the better multi-touch performance
was due to the similarities of the multi-touch model affor-
dances and physical gestures with the actual bicycle model
and physical movements. Although the multi-touch training
was not as efficient, time-wise, as the mouse training it was
more effective.

The multi-touch interface provides the ability for users to ma-
nipulate tools and parts and perform realistic physical ges-
tures as they would in a real-world procedure. Although our
gesture set was somewhat small (7 gestures), it is still possible
to achieve realistic actions; the gestures become more realis-
tic when tied to physics forces and constraints. It is important
for the physical motions and constraints within the procedural
steps to be replicated where possible. For instance, consider
a task in real life where one hand is required to hold a part
in place while the other attaches it. The corresponding multi-
touch interaction should also require a 2-handed gesture in-
stead of objects snapping into to place or ignoring gravity. In
some instances the stricter constraints in the multi-touch in-
teraction may have led to more mistakes by users in training,
but may have forced them to learn the steps better since they
had to use more precise gestures.

For instance, a more complex 2-handed gesture was used for
steps 4 and 5 (from Table 1) which required holding the clutch
plate while tightening with the clutch wheel nut. As shown
in Figure 8, more multi-touch users remembered the wheel
nut step versus mouse users, potentially due to this increased
amount of interaction. On the other hand it is interesting that
approximately the same number of mouse and multi-touch
users missed the clutch plate step. Some virtual users said
this was because the shininess and/or shape of the plate in
real life was not reflected in the virtual model and was hard
to recognize.

In order to maintain the feeling of holding and manipulating
the parts directly, or direct manipulation, we chose the view-
points in the virtual environment carefully. A perceptual dis-
connect can occur when an object moves away from a user’s
touch and the object is no longer underneath the user’s hand.
This is particularly apparent when translating objects along
multiple axes.

On a multi-touch interface, the user gets force feedback from
the surface, however they don’t get full 3DOF positional
force nor any rotational force feedback. We chose to sim-
ulate applying force with pressure and use of more fingers.
Pressure and the number of fingers required are good indica-
tors of force but don’t translate exactly to force in real life.
For instance, attaching the spring to the bolt in the physical
model requires pressing hard while rotating. In the multi-
touch model users need to rotate 180 degrees and meet a pres-
sure threshold. During the post-test, the multi-touch users ex-
pressed confusion as to why the spring wasn’t attaching as
easily as in the training.

For force feedback, the user could also be required to apply an
opposing force in the form of more fingers and more pressure.
For instance, the physical model’s spring pushed back against
the clutch plate reminding users to apply pressure to keep it
in place. In the multi-touch environment, users had no such
feedback and may forget that pressure is required to prevent
the plate from detaching until the nut is secure. By requiring
the user, in this instance, to apply pressure as an opposing
force, they may learn the existence of force feedback in that
action. Pressure could be improved upon by training users
on how pressure is measured on a touch screen, calibrating
pressure on a per user basis, or by providing visual and aural
cues. Since forces cannot be felt by the user, visual and aural
cues must compensate for that lost sense of force.

The realistic multi-touch gestures were tightly linked with
physics in the virtual environment, procedural constraints,
simulating forces, and carefully chosen viewpoints in order to
create a convincing simulation of the physical actions within
the maintenance procedure. Keeping in mind these consider-
ations, multi-touch can provide a realistic and effective train-
ing environment for procedural tasks.

FUTURE WORK
In the future we would like to simulate more of the affor-
dances provided by the physical model. For instance, we
could add more pressure requirements to try to increase re-
alism in the multi-touch condition. We could also provide
aural cues to replace haptics or add tactile buzzing on the in-
teraction surface to support better tactile feedback. In future
experiments, examining how increasing the training time with
each method affects learning would be interesting. Since we
had the participants use a paper training manual we would
like to incorporate training instructions and guidance into the
virtual environment. We would also like to do a similar study
comparing multi-touch gestures to Virtual Reality, full body
gestures, and training on physical systems using Augmented
Reality potentially on a more complex procedural task.

CONCLUSION
In this paper we presented the use of realistic multi-touch in-
teraction in a 3D training environment as a way to enhance
learning of sensorimotor skills a well as procedural knowl-
edge. We conducted a between subjects experiment with 36
participants distributed into 3 groups in order to evaluate the
effectiveness of multi-touch training. One group used multi-
touch interaction in the 3D training environment, the sec-



ond used basic mouse-based interaction, and the third trained
on the real equipment. A post-training test carried out 3
days later evaluated performance in conducting the real task
from memory. Results show that the multi-touch interaction
and the real task groups had significantly better performance
scores than the mouse interaction group, with no significant
difference between multi-touch and real task groups. We
demonstrated that multi-touch interaction trains participants
on the task as well as training on the actual equipment, sug-
gesting multi-touch interaction is a worthwhile training tool
for procedural knowledge that requires sensorimotor skills.
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