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We conducted a co-design study with 26 users in dyadic groups who were assigned to the opposing roles of “Streamers” and “Viewers” to design interactive, wearable telepresence prototypes for interpersonal use. The goal was to elicit values, identify value tensions, and resolve these tensions in the design of a system that allows Streamers to share their live experiences with a remote Viewer. Leveraging the lens of value-sensitive design (VSD), we found that these different stakeholders prioritized different values in design, but possibly due to our prompt to design for someone they cared about/knew, often accounted for one another’s needs in their solutions to arrive at designs that were affordable, unobtrusive, and socially acceptable for the Streamer, while giving the Viewer a sense of autonomy. Our work highlights the strengths of co-design when eliciting important human values in the design of sociotechnical systems for wearable telepresence, reconciling value tensions, and conceptualizing novel hardware- and software-based solutions for enhancing the interpersonal telepresence experience of both viewers and streamers. A key insight from our study is that no single system will meet all users’ needs; therefore, we should move towards building customizable toolkits to account for differing values and needs.
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1 INTRODUCTION

Telepresence refers to perception of and/or interaction with a remote environment [41], including remote exploration of an environment using robotic platforms [35]; research in this area typically focuses on remote work or live-streaming (one-to-many) contexts, but there is an emerging paradigm using wearable technology that focuses on one-to-one shared experiences for leisure or recreation [53] — we refer to this paradigm as "interpersonal wearable telepresence". For instance, a Streamer could capture their environment with a head-worn 360° camera (e.g. [26]), and an at-home Viewer could use a Virtual Reality (VR) Head-Mounted Display (HMD) to feel like they were there. This paradigm has significant value as it can help let friends and family who are separated by distance feel closer together [2, 11, 13, 20, 25, 30, 51, 60, 72, 73], and it can even allow strangers provide remote assistance [10, 21, 45, 57] or explore a remote destination together [16, 22, 39]. Such use cases are becoming prevalent with the cost of interactive technologies declining, making telepresence technologies more accessible to the general public. As such, there is now opportunity for us to create more meaningful experiences that enhance interpersonal communications. Many wearable systems presented in the SIGCHI literature have been created to facilitate interpersonal telepresence, but these tend to focus more on the features the Viewer can enjoy, with a lack of work to support the Streamer (see [53]). Further, prototypes in this domain have typically been developed and summatively assessed by end users, with little or no input from users in the design phase (see [59]).

As a result, systems-based interpersonal wearable telepresence studies have surfaced negative consequences of their designs, such as boredom and self-consciousness. Novice users feel embarrassed even when using simple devices like smartphones in public [55, 56], which indicates a specific need to focus on designing a prototype that meets their needs. We attribute this finding to value tensions between the different stakeholders, and as such, there is an outstanding need to query prospective users early in the design process to identify what would truly be desired from a potential system. One way to identify such desires is to understand the human values that are important in this context. The Value Sensitive Design (VSD) framework can be used to identify stakeholders, the potential benefits and harms to those stakeholders, and the values that envelop those benefits and harms [15]. The primary stakeholders of interpersonal wearable telepresence are the Streamers and Viewers, but there is a lack of understanding about the values that should be embedded in future prototypes to meet their needs. Thus, our work is guided by the following research questions:

RQ1: What stakeholder (Streamers and Viewers) values should be embedded in an interpersonal telepresence system?

RQ2: How can we resolve the value tensions between Streamers and Viewers to realize a real-world system that enhances both users’ experiences?

To answer these research questions, we conducted a value elicitation study [15], in the form of co-design sessions [58], in which we asked dyadic groups of diverse individuals who did not know one another to collaboratively identify and justify the features that should be incorporated into a wearable telepresence prototype. The co-design technique used in this work was "Bag of Stuff" [14], with a novel application of a "Paper Dolls" protocol [19], using design materials representative of the literature (see [53]). Our participants were split into two groups — one was asked to design from a Streamer’s point of view, and the other was asked to design from a Viewer’s point of view, yet both were instructed to design a prototype that would let them and a friend enjoy a remote experience together. Overall, we found that our participants, though instructed to take a greedy approach, made considerable effort to ensure that the other party would still be satisfied. As such, it was not difficult to converge upon the values that matter in this context. In summary, an ideal prototype would afford the Viewer with autonomy and ample exploration capabilities, while minimizing the
Streamer’s physical burden and social risk. Through this research, we make the following research contributions:

1. We present a user-centered co-design study that allowed stakeholders to make direct design decisions for interpersonal wearable telepresence, using Value Sensitive Design and prior, proven methods in value elicitation.
2. We present a set of design requirements / values that enable developers and researchers to balance the Viewer / Streamer power distribution.
3. We plan the next wave of wearable telepresence research that includes empowerment of stakeholders through the creation of tangible telepresence toolkits.

In the following sections, we discuss the related work that influenced our study methods, followed by a description of our procedure and data analysis approach. We follow with the results, including a codebook that captured emergent themes from participant feedback, followed by a discussion that includes design considerations for wearable telepresence.

2 RELATED WORK
In this section, we review the relevant literature that motivates the need to restrategize development of interpersonal wearable telepresence prototypes. We identify inherent goals of this paradigm, discuss paramount socio-technical considerations, and discuss how the inclusion of VSD assists us in directing research efforts towards what users desire.

2.1 Telepresence Goals — Spatial and Social Presence
Conceived by Minsky in 1980, telepresence traditionally refers to interaction with a remote environment through a robotic platform to complete a task, as if “actually there” [41]. Today, the term also refers to a variety of remote interaction technologies, including teleconferencing [36] and mobile robotic presence [35]. By “actually there,” we refer to the user’s perceived sense of presence [61, 70]. We note there are multiple sub-constructs of presence [49] — spatial presence (the sense of being in the remote or mediated environment [62]) and social presence (the sense of togetherness while interacting with another person through mediated communication [4]). One goal for this domain is to enhance the Viewer’s spatial presence while simultaneously fostering social presence for both stakeholders, but a recent review found how studies rarely measure Streamer social presence [53]. If the Streamer uses a head-worn or 360° camera, the Viewer can essentially see the remote environment through their partner’s eyes (e.g. [26, 55, 63]). Some studies show how panoramic video provides greater spatial presence [46, 75], but many researchers use body-worn mobile phones to capture an environment [2, 21, 24, 30, 67]. To potentially enhance spatial presence using mobile devices, researchers have actuated the cameras, so the Viewer could look where they desire [31, 33, 34, 64]. Others designed miniature avatars that sit on the Streamers’ shoulder, such that the Viewer could further interact with the environment [29, 42, 65]. To enhance the sense of social presence, researchers have used techniques to let the users see their partner. By situating the camera away from the Streamer’s body, the at-home user can see their partner [30, 63]; but, this does not let the Streamer see the Viewer. Researchers demonstrated how the Streamer could use an Augmented Reality (AR) display to show an avatar representing their partner [9, 10], or a simple graphic that depicts where they are looking [3, 27, 74]. Though more work is needed to evaluate these techniques, they are promising alternatives to not seeing one’s partner. These previous efforts are valuable, in that they demonstrate features which could enhance the sense of spatial or social presence. However, these prototypes are typically created without stakeholder input; as we discuss in the next section, even the simplest of devices have been deemed unsatisfactory when viewed
through a socio-technical lens. Our work aims to correct this problem by ensuring all stakeholders have a voice earlier in the design phase.

2.2 Outstanding Socio-Technical Gaps in the Interpersonal Wearable Telepresence Literature

A recent review of interpersonal wearable telepresence literature highlighted socio-technical considerations which must be addressed [53]. In summary, Viewers sometimes feel disinterested or disenfranchised while using various technologies [13, 48, 56], and Streamers sometimes feel self-conscious even while using common devices [30, 48, 55, 56]. While it is currently unknown if or how these problems would stop people from wanting to use a telepresence system, it is clear that certain designs are not accessible to all. Field studies identified how some people feel bored when viewing shared experiences with devices like smartphones [13, 48]. Naturally, the Viewer cannot look where they want in these cases; but in a study by Rae et al., participants negatively felt reliant on their partner for everything [56]. To counter these feelings, researchers have developed capabilities to support Viewer autonomy, with technology such as 360° cameras; but as some researchers found, these become difficult and frustrating at times, as there is a disconnect between what both users see [63]. Other works posed solutions to this problem, such as AR feedback [3, 9, 37], directional vibrations [40], and 3D spatial voice [47]. These solutions are promising as they tackle a known problem, but they generally include more equipment; however, obtrusive prototypes can negatively affect the Streamers’ experience. The literature discusses Streamers’ use of many non-traditional devices, including head-worn cameras [3, 9, 28, 43, 44], chest straps [21, 56], and robotic avatars [29, 33, 65]. Although these give the Viewer a stronger experience, they are noticeable. Others use simple video chat applications, but the interaction style (holding up a cellphone) makes the Streamer stand out [16, 17, 60]. Unfortunately, even simple setups and interaction styles can cause users to feel self-conscious [30, 55, 56]; if we are to ensure equitable experiences, we must reduce these negative effects.

In our work, we therefore conduct co-design sessions that specifically ask participants to make designs for two scenarios — one to enhance the Viewer’s experience, and one to account for a self-conscious Streamer. We draw from previous literature and develop our co-design materials by representing devices that have been included in previous research. The work in this space is rapidly evolving, and prototypes of today will be obsolete in the future. In our work, we do not focus on identifying specific hardware, and instead present values for which any future designs can account.

2.3 Applying a Value-Sensitive Approach Using Co-Design Methods

While it is beneficial to develop new prototypes, the technology is rapidly evolving. At the same time, the literature presents evaluations of prototypes without asking users what they desire before design begins. As such, we find it appropriate to focus less on the technology, and more on the values that should be embedded in the technology, by gathering earlier user feedback. Co-design and value elicitation methods can help us reveal design parameters earlier in the cycle, and these methods have been conducted in computing for various domains [18, 38, 58]. For our work, in which we apply these methods to the novel domain of interpersonal telepresence, we were challenged to find a co-design approach suitable for wearable technology design. For our work, we thus apply the VSD framework, a theoretically grounded approach through which we can systematically embed values within the design process [15]. As Pommeranz et al. explain, paramount values could be out-ranked by what might otherwise be viewed as lesser values [54]. For instance, financial security may be important for many, but perhaps a parent would spend more money if it brought happiness to their child. Borning and Muller [6] discuss how identifying values can lead to the creation of new design heuristics, as future developers can reflect on their artifacts and ask if they truly capture what
is valued by their end-users. Thus, it follows that we must be more mindful of values in any given context; and as there has been no work to identify values for interpersonal wearable telepresence, our work helps fill this gap. Although the literature has presented valuable feedback from users, most of this feedback has come in the evaluative phase of research (the point when an artifact is typically deployed with users; see [59]); there is opportunity to query users in the pre-design phase, before any solutions are created. Co-design is a shift in attitude from designing for users to designing with users, to develop systems around users’ needs; this methodology fosters dialogue between researcher and stakeholder, enabling us to understand different perspectives and make better decisions for future design goals. Our work contributes to the interpersonal telepresence literature by using co-design to elicit values which can influence future prototypes.

3 METHODS

Previous work describes how the current trend in the wearable telepresence literature is the creation of prototypes aimed at providing new features. As illustrated by Sanders and Stappers [59], these kinds of work fall into the Generative and Evaluative phases of research, where user feedback is collected by deploying a technology probe. No work in the wearable telepresence domain (to our knowledge) has been conducted in the Pre-design phase [59], but such work could help resolve concerns much earlier in the design process; our goal is to fill this gap. As such, we devised a co-design study to elicit values that should be embedded in future designs, and since technology in this domain rapidly advances, our aim did not include identification of features. As Borning and Muller [6] discuss, values can be used as heuristics when creating a new artifact; i.e., we can be more mindful to ensure a future feature envelopes these values. In the following sections, we discuss the co-design sessions we held with diverse, prospective users of wearable telepresence, including the organization of these sessions and materials used, to identify these values.

3.1 Co-Design Session Overview

We conducted 5 co-design sessions with 26 participants to identify values that should be embedded in future interpersonal telepresence prototypes. This study was conducted during the COVID-19 pandemic, and we did not want to exclude anyone from our study by conducting the sessions in-person; we held our sessions online to eliminate health risk by using a private Zoom call. We received IRB approval to conduct our study, and consent was obtained electronically prior to

<table>
<thead>
<tr>
<th>Viewers</th>
<th>Streamers</th>
</tr>
</thead>
<tbody>
<tr>
<td>You and a friend wanted to go to Disney Springs together. Disney Springs is a Disney-themed entertainment, dining, and shopping area in Orlando, Florida. However, due to a health concern, you need to stay at home. So, your friend is putting together a new live-streaming prototype that will let you feel like you are actually there. <strong>They want to design it in a way that will let you have the best possible viewing experience. Our job is to design this prototype.</strong></td>
<td>You and a friend wanted to go to Disney Springs together. Disney Springs is a Disney-themed entertainment, dining, and shopping area in Orlando, Florida. However, due to a health concern, you need to stay at home. So, your friend is putting together a new live-streaming prototype that will let you feel like you are actually there. <strong>However, they tend to feel self-conscious in public. They want to design the prototype in a way that will let them feel most comfortable when using it. Our job is to design this prototype.</strong></td>
</tr>
</tbody>
</table>
the study sessions. Each session followed the same agenda: first, researchers and participants introduced themselves and their microphone functionality. Sharing video was not required, but was encouraged. Then, co-design activities were conducted in the following order: 1.) Icebreaker and Scenario Brainstorming, 2.) Designing an Initial Prototype, 3.) Presenting Big Ideas and Design Critiques, and 4.) Designing a Balanced Prototype. At each session conclusion, participants were instructed to complete a final survey in which participants could provide further insight into their design decisions or any additional feedback; this enabled participants to state anything they were not comfortable sharing with the group. The approximate length of each session was 90 minutes, and participants were compensated with a $20 USD Amazon gift card. All activities were audio-and video- recorded for analysis, and the recordings were manually transcribed. In the following sections, we describe each of the activities in detail.

3.1.1 Activity 1: Icebreaker and Scenario Brainstorming. First, the lead researcher described the purpose of the study and introduced the concept of interpersonal wearable telepresence. Then each participant was asked to share a recent live-streaming experience in an ice-breaker activity. They were given two prompts:

- Think about the last time you watched an “in-real-life” mobile live-stream. What was the scenario?
- Think about an activity you would like to watch in an “in-real life” mobile live-stream. What is it?

Participants were encouraged to verbally share as much information as they wanted, and the lead researcher followed up with various questions as necessary, to dig deeper into the participants’ disposition to their experiences. This activity was performed to help participants feel more comfortable sharing their thoughts in the sessions, and to set the stage for the remainder of the session; however, data was not extracted from this activity.

![Fig. 1. The “Bag of Stuff” materials presented to participants. We provided a blank mannequin, akin to a “Paper Doll”, and participants could dress it with various materials. The materials were presented on their own slides, with the mannequin alone to start.](image)
3.1.2 Activity 2: Designing an Initial Prototype. Participants were split into two pseudo-random groups; these groups were balanced by gender and experience level with live-streaming technology (see Table 2). Each was given a private breakout room and asked to design a prototype for a given scenario. The scenario asked both groups to design a prototype for a friend who would be giving an interpersonal telepresence experience; the participant would be receiving that experience. The Streamer groups’ caveat was that the friend is self-conscious in public, and the Viewer groups’ caveat was that the prototype should provide the best viewing experience possible. See Table 1 for exact design prompt verbiage. We used this language as we wanted our participants to envision using the system in an interpersonal context instead of thinking about the Streamer as a service provider, and we wanted to understand how participants would tackle Streamer self-consciousness and Viewer boredom, by teasing out and rectifying value tensions (c.f., [13, 30, 48, 53, 55, 56]).

As the study sessions were conducted online, and due to the wearable nature of interpersonal telepresence technology, we decided to implement the “Bag of Stuff” co-design technique [14], allowing participants to design on a mannequin like a “paper doll” [19]. The study materials were accessed by participants through Google Drive, and they could synchronously work on the design. Each group had access to a unique file containing the same 4 slides. The first had the blank mannequin on which participants could design; the 3 subsequent slides comprised the “Bag of Stuff” and depicted various live-streaming technologies, based on a collection of prior literature. Each technology had a picture representing it, a caption that described it, and a link to an example picture. We selected these items as they represent academic works or as they are commonly used in live-streaming setups — our goal was to provide as comprehensive of a list of technologies as possible. Figure 1 illustrates the collection of digital materials. Participants were informed they could use images from the internet, draw with primitive shapes, or write text. Prior work [1, 12] suggests these co-design techniques can be effective when used with adults and that low fidelity prototyping tools (e.g., paper prototyping) are appropriate for the ideation phase of a given HCI problem. Each group had 25 minutes to build their prototype, discuss their ideas, and describe why they selected or rejected items.

3.1.3 Activity 3: Big Ideas and Design Critiques. After Activity 2, both groups merged to present their designs. The first group to present was randomized. Each presented their ideas along with justification of why items were chosen. The lead researcher asked clarifying questions related to the planned capabilities exhibited in the design. After a group finished presenting, the other was asked to identify its strengths and weaknesses. Then, the two groups swapped roles. Using this method, groups were able to exchange ideas and receive feedback regarding what may not necessarily work for their stakeholder counterparts, preparing groups for the final activity. This activity lasted approximately 25 minutes.

3.1.4 Activity 4: Designing a Balanced Prototype. Finally, participants were asked to consider the strengths and weaknesses identified in Activity 3 to design a prototype that could meet the needs of both stakeholders. This activity resembled the “Mixing Ideas” technique in which participants share in large groups their respective inputs [69]. The lead researcher assembled the design in a new document according to the input from all session members. Participants were encouraged to discuss rationale for selected items and reach a consensus in the event of conflict, particularly to work together to find appropriate compromises. The lead researcher ensured that both stakeholder groups had representation by moderating the conversation and calling on both groups. This activity lasted approximately 25 minutes.

1The raw study materials are available upon request — please contact the corresponding author (kevin.pfeil@unf.edu)
Table 2. Participant Demographics. We had five unique sessions; participants were pseudo-randomly assigned groups for break-out activities. "Expertise" was an index of self-reported experience with relevant live-streaming or technologies.

<table>
<thead>
<tr>
<th>Session ID</th>
<th>Participant ID</th>
<th>Group</th>
<th>Age</th>
<th>Gender</th>
<th>Expertise (of 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>P1</td>
<td>Streamer</td>
<td>28</td>
<td>F</td>
<td>3.6</td>
</tr>
<tr>
<td>S1</td>
<td>P2</td>
<td>Streamer</td>
<td>21</td>
<td>M</td>
<td>1.1</td>
</tr>
<tr>
<td>S1</td>
<td>P3</td>
<td>Viewer</td>
<td>20</td>
<td>F</td>
<td>3.6</td>
</tr>
<tr>
<td>S1</td>
<td>P4</td>
<td>Viewer</td>
<td>19</td>
<td>M</td>
<td>2.1</td>
</tr>
<tr>
<td>S1</td>
<td>P5</td>
<td>Streamer</td>
<td>20</td>
<td>M</td>
<td>3.6</td>
</tr>
<tr>
<td>S1</td>
<td>P6</td>
<td>Viewer</td>
<td>22</td>
<td>F</td>
<td>2.1</td>
</tr>
<tr>
<td>S2</td>
<td>P7</td>
<td>Viewer</td>
<td>18</td>
<td>M</td>
<td>2.3</td>
</tr>
<tr>
<td>S2</td>
<td>P8</td>
<td>Viewer</td>
<td>24</td>
<td>M</td>
<td>3.6</td>
</tr>
<tr>
<td>S2</td>
<td>P9</td>
<td>Streamer</td>
<td>26</td>
<td>F</td>
<td>1.1</td>
</tr>
<tr>
<td>S2</td>
<td>P10</td>
<td>Streamer</td>
<td>20</td>
<td>F</td>
<td>2.6</td>
</tr>
<tr>
<td>S3</td>
<td>P11</td>
<td>Viewer</td>
<td>20</td>
<td>M</td>
<td>2.0</td>
</tr>
<tr>
<td>S3</td>
<td>P12</td>
<td>Viewer</td>
<td>20</td>
<td>F</td>
<td>1.1</td>
</tr>
<tr>
<td>S3</td>
<td>P13</td>
<td>Streamer</td>
<td>23</td>
<td>F</td>
<td>2.9</td>
</tr>
<tr>
<td>S3</td>
<td>P14</td>
<td>Streamer</td>
<td>27</td>
<td>F</td>
<td>2.9</td>
</tr>
<tr>
<td>S3</td>
<td>P15</td>
<td>Viewer</td>
<td>31</td>
<td>M</td>
<td>3.3</td>
</tr>
<tr>
<td>S4</td>
<td>P16</td>
<td>Streamer</td>
<td>30</td>
<td>M</td>
<td>3.0</td>
</tr>
<tr>
<td>S4</td>
<td>P17</td>
<td>Streamer</td>
<td>29</td>
<td>F</td>
<td>1.9</td>
</tr>
<tr>
<td>S4</td>
<td>P18</td>
<td>Viewer</td>
<td>19</td>
<td>F</td>
<td>1.4</td>
</tr>
<tr>
<td>S4</td>
<td>P19</td>
<td>Viewer</td>
<td>28</td>
<td>M</td>
<td>4.3</td>
</tr>
<tr>
<td>S4</td>
<td>P20</td>
<td>Viewer</td>
<td>24</td>
<td>F</td>
<td>2.4</td>
</tr>
<tr>
<td>S4</td>
<td>P21</td>
<td>Streamer</td>
<td>19</td>
<td>M</td>
<td>1.0</td>
</tr>
<tr>
<td>S5</td>
<td>P23</td>
<td>Streamer</td>
<td>19</td>
<td>F</td>
<td>2.9</td>
</tr>
<tr>
<td>S5</td>
<td>P24</td>
<td>Streamer</td>
<td>20</td>
<td>M</td>
<td>2.3</td>
</tr>
<tr>
<td>S5</td>
<td>P25</td>
<td>Viewer</td>
<td>18</td>
<td>M</td>
<td>2.7</td>
</tr>
<tr>
<td>S5</td>
<td>P26</td>
<td>Viewer</td>
<td>20</td>
<td>M</td>
<td>3.1</td>
</tr>
<tr>
<td>S5</td>
<td>P27</td>
<td>Viewer</td>
<td>18</td>
<td>F</td>
<td>1.7</td>
</tr>
</tbody>
</table>

3.2 Participant Selection and Demographics

We distributed recruitment information through the University of Central Florida and online message boards in Orlando, Florida to invite a diverse group of people to our study. For instance, we posted our call in channels for women in STEM and national societies for Black, Hispanic, and Asian engineers. Interested individuals were asked to fill an online form to ensure eligibility and indicate which sessions they could join. Participants were required to be 18 years old or older, speak English, and have access to a computer with Zoom and a stable internet connection. Most respondents were young adults, primarily college-aged students, which is consistent with the demographic of users who are most likely to produce and consume live streaming content [5, 71]. We had a total of 26 individuals participate in our study (P5, P20, and P27 left the session early but participated fully in
Fig. 2. Example design artifacts from Session S1, Streamer group (left) and Session S2, Viewer group (right). Streamer groups generally envisioned simplistic designs that would not burden the user, whereas Viewer groups tended to include more advanced technologies.

Activity 2). We had 13 females and 13 males, and their ages were between 18 to 32 (M = 22.4, SD = 4.11). We asked participants to provide their age, gender, and to self-report — using a 5-point Likert scale (1 = No Experience and 5 = Very Experienced) — their level of experience with various live streaming technologies and activities. The average ratings for each item are as follows: VR (M = 3.04, SD = 1.25), Videography (M = 2.81, SD = 1.13), AR (M = 2.73, SD = 1.48), Filmmaking (M = 2.53, SD = 1.10), Live Vlogging (M = 2.31, SD = 1.19), DSLR Cameras (M = 2.08, SD = 1.16), and 360° cameras (M = 1.88, SD = 1.11). We averaged these to form an index, which helped us assign a diverse group of participants for a given session. Anecdotally, about half mentioned having live-streamed in some capacity in the past. Table 2 provides a demographics summary.

3.3 Data Analysis Approach

All sessions were recorded and manually transcribed by the first author. Using the transcripts from Activities 2 and 3, the first author conducted a thematic analysis; coding for the human values that were important to our participants. The first author started by reading through the session transcripts several times and used open coding to create initial codes that captured the values exhibited by participants’ utterances. Throughout this process, they consulted with co-authors to form a consensus around the codes, as well as resolve any ambiguous codes. Axial coding was used to conceptually group the codes and form major themes. The final codebook summarizing our themes and codes is shown in Table 3 and presented in more detail within our results below.

4 RESULTS

In this section, we present the results of our thematic analysis. We conceptually grouped codes into three main themes — Support Social Needs of the Streamer, Reduce Burden on the Streamer, and Allow the Viewer Freedom to Explore — highlighting value tensions and resolutions.

4.1 Identifying Values Regarding the Streamer’s Experience

We first describe the codes related to the Streamer’s experience (N = 24). In general, participants wanted to promote a better user experience by reducing the social, physical, and economical
Table 3. Final Codebook for our thematic analysis of eliciting Human Values.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Codes</th>
<th>Exemplar Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Streamer Experience</strong></td>
<td></td>
<td><strong>Social Needs of Streamer</strong> (N=19, 73%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Social Acceptance</strong> (N=16, 62%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;I think it’s just one of those things where like, if you’re in Disney Springs, you’re gonna be out in public, right? So you don’t want to look ridiculous with all the stuff...&quot; - P25, Viewer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Privacy</strong> (N=4, 15%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;I don’t know if the wearable speakers are going to be too much, but if they work, he could listen to you pretty clearly, but people around you will also listen to you clearly; so I don’t know if you want to keep that privacy aspect just for your friend, or you want to share that to basically everyone.&quot; - P8, Viewer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Safety</strong> (N=3, 12%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;If you’re walking at Disney... there’s a little kid that runs in front of you, just for safety reasons, for the streamer and their environment, they should still be mostly tapped-in with where they are physically.&quot; - P26, Viewer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Reduce Burden on Streamer</strong> (N=24, 92%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Physical Comfort</strong> (N=18, 68%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;One thing we did also talk about was to keep in mind the experience for the friend as well... if it does become a burden, then the experience at home won’t be the same... they might not feel going on and doing the stream.&quot; - P7, Viewer, Activity 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Easy Set-up/Removal</strong> (N=17, 65%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;It would be nice if at lunch, when you take everything off and just rest, they can put everything in the backpack... or if they’re using the restroom, they can just put everything away quickly, and then put it back on once they come out.&quot; - P13, Streamer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Affordability</strong> (N=13, 50%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;You also have to consider price, and that most people, when they do a live-streaming thing, they would want to use it with a device they already have...&quot; - P21, Streamer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Minimalist Design</strong> (N=12, 46%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;In our design, we don’t want to put so much hassle for my streamer. I want him to experience Disney springs as well, I want him to enjoy as well, so I don’t want him to control too many devices.&quot; - P19, Viewer, Activity 3</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Personalization</strong> (N=7, 27%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;If the viewer wants, it’s just a preference... [They] should have both options. Like you have that option, if you are using the VR, or you can just control like hand, and move it any other place.&quot; - P16, Streamer, Activity 2</td>
</tr>
<tr>
<td><strong>Viewer Experience</strong></td>
<td></td>
<td><strong>Allow Viewer Freedom to Explore</strong> (N=19, 73%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Natural Sight</strong> (N=13, 50%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;We don’t want it too low, because then, the person seeing it... we need a good placement for the camera for them to see.&quot; - P9, Streamer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Autonomy</strong> (N=10, 38%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;I don’t have to rely on my friend to move... if I wanted to see what is on the left or on the right, or on my backside, I don’t [want] to ask my friend to make a turn or look in that direction.&quot; - P19, Viewer, Activity 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Embodied Interaction</strong> (N=9, 35%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>&quot;I was maybe thinking, if there’s any way to merge the backpack with some sort of system in which you could have a robot next to you... because I was thinking of an extension to the person who was not physically there.&quot; - P8, Viewer, Activity 2</td>
</tr>
</tbody>
</table>
burdens on the Streamer. As an example, Figure 2 (left) shows a design artifact from one group that meets these needs, by using low-cost, low-profile technology.

4.1.1 Support the Social Needs of the Streamer. The prompt for Activity 2 used specific language to prime our Streamer participants towards a prototype that would meet the social needs of that stakeholder. Expectedly, the majority of that group expressed consideration for that value. However, the majority of the Viewer participants expressed this as well, for a total of 19 participants (10 Streamer, 9 Viewer). At least 50% from each group (N = 16; 9 Streamer, 7 Viewer) expressed that the ideal telepresence prototype would be socially accepted by others in proximity with the Streamer. Overall, participants felt that the Streamer would not want others to know a live-streaming interaction was taking place, and some devices were more deemed socially acceptable than others due to their obtrusiveness:

“The [head-mounted] 360-degree camera... that one might be best, since you’d be able to look around wherever; but then it might look a little ridiculous when the person is walking around.” - P11, Viewer, Activity 2

Therefore, they felt that the ideal prototype would be one that is hidden from the view of the public. Yet, participants recognized that this is not always feasible; so, they suggested that any visible technology should be ones that are socially acceptable and used by the majority of the public (e.g., a smartphone). An alternative solution offered by some participants is to design these devices in a way that is visually attractive (i.e., fashionable). Four participants (3 Streamer, 1 Viewer) expressed an interest in privacy, and three (1 Streamer, 2 Viewer) valued safety. As our prompt involved an outing at a public, Disney-themed location, the scenario is implied to be safe with reasonable privacy akin to a call.

4.1.2 Reducing the Burden on the Streamer. The Activity 2 prompt verbiage was not specifically designed to prime either group towards supporting the physical or economic needs of the Streamer, although the scenario for both groups included a shared experience between friends. Most of the participants (N = 23; 11 Streamer, 12 Viewer) responded with some desire to reduce the burden on the Streamer. More than half (N = 18; 10 Streamer, 8 Viewer) were concerned for the physical comfort of the Streamer. They wanted the wearable devices to be lightweight so that the Streamer could have an easier time handling the equipment. Some suggested including a harness or some sort of back support to help the Streamer with the weight of the equipment; see Figure 2 (left) for illustration. Some participants even considered the heat emitted from electronics, feeling that devices should not be secured directly on the body.

Seventeen participants (9 Streamer, 8 Viewer) valued easy set-up/removal. Use cases include both planned and unplanned incidents that would require the attention of the Streamer; these include situations where a pause is necessary (e.g., a lunch or bathroom break), or where a disruption of service may occur. Thus, an ideal system would require little effort to use. Half of the participants (N = 13; 9 Streamer, 4 Viewer) discussed inclusion of devices which users already have; they valued affordability. Many participants specifically mentioned how use of their own personal smartphone is more preferable to spending money on new equipment. Yet, this sentiment mostly came from Streamers. Viewers tended to choose the new and exciting devices, thinking these would give the best viewing experience. Next, almost half (N = 12; 5 Streamer, 7 Viewer) valued a minimalist design; in this case, this meant reducing the quantity of devices to those that were absolutely necessary. If the Streamer had to juggle too much equipment, it would interfere with their experience. Lastly, there were a number of participants who felt the prototype should allow for personalization (N = 7; 4 Streamer, 3 Viewer). These participants were against a “one size fits all” approach. Some Streamer participants felt the on-site individual could bring an array of cameras
and swap between them as needed. For instance, a head-mounted camera could be used when the hands need to be free, and a handheld camera could be used when more precision is needed. In this way, the Streamer would have more input and would not simply serve as a mobile tripod.

4.2 Identifying Values Regarding the Viewer’s Experience

Next, we describe the codes related to the Viewer’s experience. Although the activity prompt used language to prime the Viewer groups towards such design decisions, we note the majority of participants responded with this value in mind (N = 19). Participants wanted to ensure the video provided an adequate view, and they wanted the Viewer to have autonomy. In addition, some wanted the Viewer to have a physical representation in the environment. As an example, Figure 2 (right) shows one group’s design artifact that meets these criteria, by allowing the Viewer to explore on their own will, from a natural angle, and with a remote-control avatar that gives a sense of agency.

4.2.1 Allow the Viewer the Freedom to Explore. Most participants (N = 19; 9 Streamer, 10 Viewer) directly expressed a desire to ensure the Viewer could explore the environment in a natural way. The most prominent consideration (N = 13; 8 Streamer, 5 Viewer) was ensuring the camera angle captured a viewpoint that could give natural sight. While designing the prototype, Viewer participants generally believed 360° views are necessary, in order to maximize the exploration ability, i.e. to look at what they would want to look at. As such, all 5 Viewer groups chose some sort of omni-directional camera. However, some Streamer participants felt 360° views would be a detriment; since the Streamer would be unable to control where their partner looked, they might miss out on what they are trying to show. Thus, equipping a camera near the Streamer’s eyes would provide an aligned view. Ten participants (4 Streamer, 6 Viewer) opined that the Viewer should have autonomy. Similar to the above, these participants expressed that the Viewer should be able to manipulate the view; Streamer participants noted this would reduce the number of times the Viewer would need to ask their partner to make adjustments. In essence, giving control to the Viewer offloads work that the Streamer needs to perform, while simultaneously making the viewing experience more robust. Lastly, nine participants (2 Streamer, 7 Viewer) indicated they would want the Viewer to have an embodied interaction, such that that they could feel like they were actually there in the remote environment. As one group indicated, remote control robots could allow the Viewer to point in various directions. Another group opted to use a simple quadrotor drone, granting a physical entity in addition to viewing autonomy. Our Streamer participants succeeded at designing prototypes that would let a user see the environment, but the Viewer participants designed prototypes to let them interact inside it.

4.3 Identifying Values and Tensions for Viewer & Streamer Interaction (RQ2)

Although our participants were primed to design for their particular role, over 80% made some consideration for the opposite role. During Activity 2, in which Streamers and Viewers were separated, participants would encounter and resolve value tensions within their own processes. We did not anticipate this to occur; since the identification of these tensions occurred naturally, the groups generally agreed with each other during Activity 3. Further, the Activity 4 did not require much dialogue, as the tension resolution was completed before that step. In this section, we report tensions using counts of groups (N = 5 sessions x 2 roles = 10) from Activity 2, illustrating independent tension resolution. In whole, 9 of these groups encountered a value tension (the only exception was from the Streamers). Of these nine, only 1 group resolved the tension in favor of their own role (again from the Streamers).
The first major tension encountered by 6 groups (3 Streamer, 3 Viewer) was Social Acceptability against Natural Sight. The more capable technologies found within our Bag of Stuff were found to be rather obtrusive, and providing a decent view generally means sacrificing one’s social acceptability. Yet, the three Streamer groups concluded how today’s common setups (e.g. smartphones or action cameras) simply do not provide the best viewing experience; these groups chose to sacrifice some social acceptability in order to let their partner have a more positive viewing experience. On the other hand, the 3 Viewer groups all weighed the advantages of more advanced devices and opted to not make the Streamer stand out from the crowd. In the final design activity, the merged designs tended to use a 360° camera only if it could be hidden in some way, i.e. inside of a hat.

The next major tension encountered by 4 groups (all Viewer) was Physical Comfort against Natural Sight. Here, all of these groups were designing towards a positive viewing experience, but they all recognized how the addition of more equipment meant the Streamer would have to carry or juggle too many devices, which is not what they wanted:

“I didn't want to make it too heavy so that it would becomes uncomfortable. I think that taking into consideration the friend’s comfort while they go to [Disney] would be pretty cool.” - P7, Viewer, Activity 2

Therefore, these groups opted to use as few devices as possible in their designs, while prioritizing the more important features which would provide a positive viewing experience. The final value tension encountered by 2 groups (both Streamer) was Social Acceptance against Autonomy. These groups recognized how there is opportunity to let their partner explore the remote environment on their own accord, but it would generally require the Streamer to use atypical devices or wear them on their body. One group decided that some sacrifice to enhance the viewing experience was necessary, by allowing the remote user to control a miniature, actuated camera. The other group instead weighed the pros and cons of robotic platforms, ultimately deciding against devices that would bring unwanted attention.

5 DISCUSSION

We make a contribution to the interpersonal wearable telepresence research by leveraging co-design techniques that were well-suited for the wearable nature of this novel domain. We used the "Bag of Stuff" technique with a “paper dolls” approach (see [19, 32]), which are typically performed more within social computing/HCI research and with software-based systems. Further, we used value elicitation to identify values that should be embedded in a future prototype, which (to our knowledge) has not yet been applied to this domain. We also serendipitously found how stakeholders desire a balanced system and made consideration for their partner.

5.1 Identification of Wearable Telepresence Design Heuristics from A Value-Sensitive Approach (RQ1)

Our work identifies values that should be embedded in future interpersonal wearable telepresence prototypes (Table 3). As described by Borning and Muller [6], instead of including a list of features, we can use a set of values for which future designers can account. The first major dimension we expected to find was support for the Streamer’s social well-being. The participants in to that role naturally designed for that criteria, but the Viewer groups also significantly valued social acceptability, which was not expected. Field studies in this area have identified, in the evaluative phase of research, negative disposition to simple technology probes due to their obtrusive or noticeable nature (e.g. [13, 30, 48, 55, 56]). This finding, which we also uncover in the pre-design stage of research (see [59]), complements these prior works that found social acceptability to be a concern. We further highlight how our Viewer participants valued their friends’ physical
well-being, through a design that would be physically comfortable and easy to use. Although these groups tended to select more expensive features, they still envision the technology being rather simple. These values — social acceptability, physical comfort, and ease of use — must be embedded in future designs.

In addition to supporting the Streamer, we must also allow the Viewer to explore the remote environment freely. This parallels the original purpose of telepresence (allowing a user to experience a remote environment as if “actually there” [41]), and it is no surprise that this was found, since we explained this to our participants prior to sessions starting. The codes appearing in this dimension describe the values which can be used for future designs. Our participants expressed a desire to provide video in a “natural way” to the Viewer. “Natural” implies it would be intuitive to the Viewer and perhaps from a point of view that they would expect, but since telepresence can be used for a variety of contexts, it might be detrimental to have the camera fixed at a user’s “natural” location (e.g. in a crowded environment, perhaps raising up the camera over the heads of bystanders will help to see visual stimuli better). It seems more appropriate to allow the Viewer to see the environment in a way that facilitates maximal exploration opposed to measuring the camera’s exact location. In previous works, some of the most Viewer-satisfying prototypes included 360° cameras that were mounted to a pole or were worn on the head of the Streamer (e.g. [9–11, 26, 63]), such that the user could look around on their own volition. Although panoramic cameras do offer autonomy, it is also possible to mechanically actuate cameras with narrower fields of view (e.g. [31, 33, 34, 64]). We find giving some sort of power to the Viewer to explore the surroundings (panoramic video or actuated cameras) is a minimum, as it will allow them to seek out interesting stimuli opposed to waiting for their partner to highlight what they think is the most important.

5.2 Through Co-Design, Stakeholders Resolved Value Tensions Together (RQ2)

As our participants were primed to create solutions to support their own role, the expressed values were initially prioritized for their respective groups. However, our participants organically identified and resolved value tensions through the co-design process, and surprisingly made significant considerations for each other. Although previous work has shown how telepresence researchers tend to design a system to primarily benefit the Viewer [53], end users of such systems actually desire a prototype that supports the Streamer as well. After all, if an experience is being shared by a loved one, it is natural to make sure that the physical and social well-being of one’s partner is guaranteed. This unanticipated finding is likely the result of having participants co-design for someone they cared about through our prompt, which is a novel and useful approach; but we acknowledge how these findings may not generalize to all wearable telepresence scenarios; our prompt was specific to the context of the two users knowing each other. We cannot speak to cases where (for instance) a guide is giving a tour to a stranger (e.g. [22, 39]); but, even in cases where the two users are strangers, we need to make explicit consideration for the Streamers as we ask them to use a system that strongly benefits someone else. Although the participants’ set of values (in this context) were mostly aligned, we did notice the groups selecting different features to foster these values. This illustrates how the combination of co-design and value elicitation helps focus on what matters most to the participants, instead of putting the technology in the foreground. Instead of iterating upon a given prototype (in the evaluative phase of research; see [59]), we included stakeholders earlier in the design process to create design heuristics that any future designer can reference. Given the two distinct stakeholders with their own desires, co-design and value elicitation were well-suited for our study; we were able to identify compromises between these stakeholders without making it a zero-sum game. We expect future efforts to continue using the value-sensitive design framework and design towards more than just the typical dependent variables of spatial and social presence; as our work complements field studies of the past to triangulate Streamer social

acceptability and Viewer autonomy as primary goals, we now envision the development of new tools (i.e. questionnaires) to directly measure these outcomes.

5.3 Design Implications for Wearable Telepresence Systems

While our two stakeholders groups held similar values, their final design solutions, in some cases, diverged. This implies how a “one-size-fits-all” solution is not sufficient for this domain. However, in this section, we highlight certain designs presented in the literature which envelop the values identified through our work.

5.3.1 Communication is Key: Supporting Voice Chat and More, in a Natural Way. Supporting a conversation between stakeholders is necessary to allow both users to have a sense of social presence. Using ubiquitous devices, voice chat is easily supported in any telepresence prototype. However, as noted by previous work, other forms of natural communication (e.g. pointing, head nods, gestures, etc.) are often lost when the two users are not physically together [30, 63]. Previous work uses AR devices to let the Streamer see exactly where their partner looks [3, 27, 37], but current models such as Microsoft Hololens and Apple Vision Pro have obtrusive forms which may prevent everyday users from using them in public. Previous iterations such as the discrete Google Glass are not as powerful, but they may be more usable in this context. Manabe et al. [39] used a circular strip of LED lights to convey Viewer’s gaze, and our participants envisioned these as a bracelet to gently indicate gaze direction without looking out of place. These examples illustrate it is possible to design new communication modalities and still foster social acceptability and affordability.

5.3.2 Making Streaming Life Easier by Reducing the Workload. Most of our participants wanted to reduce the Streamer’s physical burden, and there were multiple strategies to manage this need. In a framework developed by Rae et al., Initiation was one of the major dimensions, comprised of themes such as “amount of planning” and “setup costs” [56]. Our participants identified that reducing the workload for the Streamer would not just entail low setup costs, but also low tear-down costs — for instance, if they need to take a break, the setup needs to be quickly collapsible, or minimal enough to be turned on/off with a simple switch or button press. Pan and Neustaedter discussed a mobile phone application with which users could set conditions that, when true, turns off cameras [50]. This idea might possibly be extended to the automatic detection of private/intrusive situations, so the streaming equipment would moderate itself. Other works in this space applied a shoulder strap to the user’s body, on which a smartphone could clip on and off [21, 30]. The Streamer could thus simply lift the device to focus the camera as needed, and then store it on the strap when finished. We find this technique to be strong, but it, too, violates the social acceptance value. Drawing from our participants’ ideas, the easiest way to setup/teardown cameras would be to use devices that do not need to be removed; i.e., ones that are comfortable, hidden from the public eye, and easily controlled (e.g. from a smartphone). For instance, though a panoramic camera might offer an all-in-one solution that allows a Viewer to look around on their own, it is difficult to situate it in a way that the Streamer’s body does not prevent natural sight [52], without the user wearing a post (e.g. [63]) or holding a handle (e.g. [75]). An alternative solution is the inclusion of multiple, small webcams which can be used to provide a similar effect. These examples illustrate that it is possible to design prototypes that are physically comfortable, do not have an initiation / termination cost, and still provide the Viewer with autonomy.

5.4 Limitations and Future Work

We recognize our study is not without its limitations and discuss future work to help to reconcile possible shortcomings. Since our goal was to receive input from novices and prospective users of
interpersonal telepresence (everyday people), we did not explicitly capture data from those who would be considered professional Streamers, but we expect to collect data from such people to help understand their perspective on this topic. Similarly, we acknowledge that many sociotechnical systems are designed to support various, underprivileged classes (e.g. the disabled community); yet, our work did not directly engage with these communities. We urge future work to address inclusion in this space, to ensure we can amplify the voices of marginalized and stigmatized users, who are often early adopters and could most benefit from these technologies. We also acknowledge that our results do not generalize to all interaction scenarios, focusing on a one-to-one leisure context where both parties know each other. Future work will apply value elicitation and co-design to understand if and how the stakeholder responses would change in other domains such as cooperative work, where telepresence is emerging (e.g. [37]). Next, though much previous work has been performed to generate Streamer devices to enhance the Viewer’s experience, our work ultimately makes a call to be more sensitive to the Streamer; and, our co-design prompts — though presented through the eyes of the Viewer — did not ask participants to design Viewer hardware complementary to the Streamer setup. While we believe our work is necessary to swing the pendulum back towards the center, we must remind ourselves that our goal is to identify ways to support all major stakeholders. In the same vein, our study is not sensitive to the third stakeholder — the bystanders who are collocated with the Streamer. We acknowledge that our design strategies involve live-streaming cameras that are hidden from the public eye. We must ask ourselves if this solution, though practical, is ethical. Previous work has shown that even simple technology probes with private voice chat can be confusing or even offensive to those collocated with the Streamer [55, 56], and, to our knowledge, no work has been performed to directly identify how to balance their expectations within this context. Future work should directly query third-party members for the growth of this interaction paradigm.

5.4.1 Towards Toolkits to Support User-Created Wearable Telepresence. As we reflect on how wearable telepresence devices are typically generated — the designers (typically researchers) create an artifact and deploy it with everyday people — we find that this “classical” method of design (see [58]) creates a severe disconnect between what is developed and what is desired. As researchers, we need to begin empowering the users by providing them with the means to create their own artifacts. Although everyday users may not have the technical skills to create an advanced prototype, we could begin with the creation of a framework that will allow them to choose and swiftly incorporate features, or develop new skills such that they can conceptualize and realize their own features. For instance, there have been a number of works that discussed the creation of toolkits to bring specific populations into the maker culture fold. Buechley et al. created the LilyPad Arduino to help non-experts create wearable devices or to learn skills applicable to such creation [7, 8], and Jelen et al. [23] presented work to engage with elderly and help them apply electronics for new crafts. Ververidis et al. [68] describe work towards helping non-experts develop VR experiences, and Vargas González et al. [66] discuss techniques to help non-experts author AR programs. There is opportunity to extend these works such that anyone could create their own wearable telepresence artifacts, including novel hardware and software applications. Traditionally, wearable telepresence devices have been created to benefit one stakeholder (the Viewer) [53] — but we, as researchers, need to do a better job creating artifacts for everyone. We do not have to present specific technology solutions when we design to support values. By eliciting values and identifying tensions — instead of building one static system to try to meet all user needs — we pave the way toward inclusive design that can lead to customization. Such an approach is less vulnerable to trends in technology and more flexible to the needs of diverse users.
6 CONCLUSION
In this paper, we elicit and present values that should be embedded in future interpersonal wearable telepresence prototypes which satisfy the needs of two major stakeholders — Streamers and Viewers. Through co-design sessions, we were able to draw out values users share. Although we purposefully primed our participants to create designs that would benefit their own stakeholder role, we surprisingly found that they made major considerations for their counterparts in the other role. Whereas previous work has shown that telepresence designers tend to create new capabilities that are ultimately noticeable and perhaps socially unacceptable, our participants strongly desired a prototype that would allow the Streamer to mask the interaction, while still allowing the Viewer to have autonomy in exploring the remote environment. By reflecting on previous work, we present design strategies that balance these values and can be used for future designs. Through this work, we are moving towards the vision of making this form of telepresence mainstream, with capabilities to foster a sense of togetherness in a time where “being there” is difficult.
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