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Abstract

Artificial intelligence (AI) technology can have a dramatic
impact on the quality of video games. AI planning techniques
are useful in a wide range of game components, includ-
ing modules that control the behavior of fully autonomous
units. However, planning is computationally expensive, and
the CPU and memory resources available to game AI mod-
ules at runtime are scarce. Offline planning can be a good
strategy to avoid runtime performance bottlenecks.

In this work, we apply hierarchical task network (HTN) plan-
ning to video games. We describe a system that computes
plans offline and then represents them as game scripts. This
can be seen as a form of generating game scripts automati-
cally, replacing the traditional approach of composing them
by hand. We apply our ideas to the commercial game THE
ELDER SCROLLS IV: OBLIVION, with encouraging results.
Our system generates scripts automatically at a level of com-
plexity that would require a great human effort to achieve.

Introduction
Artificial intelligence (AI) can have a dramatic impact on the
quality of video games. Non-playing characters (NPCs) are
examples of entities that are under the control of the com-
puter. Traditionally, NPCs were used with the only goal to
populate the background of game worlds, and their behavior
was limited to basic animations, with little or no interaction
with the rest of the game world. In contrast, intelligent NPCs
should act according to meaningful plans and interact with
each other. AI techniques, such as search and planning, can
make the behavior of NPCs look intelligent. However, plan-
ning is computationally expensive. Plans have to be avail-
able in real time, and the CPU and memory resources avail-
able to game AI modules at runtime are limited. A typical
approach for achieving intelligent NPC behavior is there-
fore to use scripts, that is, plans that are composed offline by
hand and cached to be used at runtime. A significant advan-
tage of scripts is that they can then be used at runtime with
little CPU and memory overhead. However, many scripts
need to be generated by hand to cover a reasonable range of
situations but they require lots of human effort to generate
and the process is error-prone.
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We address this issue by presenting a system that uses an
offline planning approach for the automated generation of
scripts. Our system guides planning with hierarchical task
networks (HTNs) (Sacerdoti 1975), hand-coded structures
that encode knowledge about the domain. While scripts are
plans, HTNs correspond to many plans because they abstract
details of specific planning problems away. Planning takes
as input an HTN and information about the specific plan-
ning problem and outputs a plan. Designing either scripts
or HTNs can be a time-consuming task. Fortunately, HTNs
can be reused to generate many scripts within one game and
potentially also across games. Our system can be integrated
into games that implement scripting functionality. Our sys-
tem converts plans from the plan-representation language,
such as PDDL, into the scripting language accepted by the
game. The resulting scripts are then handled by the game en-
gine just like regular scripts. Our system currently handles
only linear scripts (as opposed to conditional tree-shaped
scripts) due in part to the availability of more advanced plan-
ning technology for sequential planning as compared to con-
tingency planning. We apply our ideas to Bethesda Soft-
works’ THE ELDER SCROLLS IV: OBLIVION, a popular
commercial game, with encouraging results. Our system
generates scripts automatically at a level of complexity that
would require a great human effort to achieve.

Related Work
Scripts and finite state machines are traditional approaches
for controlling the behavior of NPCs in video games. Finite
state machines have been used from first-person shooters,
such as ID Software’s QUAKE series, to real-time strategy
games, such as Blizzard Software’s WARCRAFT III. Some
recent games, such as Bungie’s HALO 2, use hierarchical
finite state machines (Isla 2005). However, the complexity
of using finite state machines grows quickly when the be-
havior of NPCs and the world become more complicated or
the number of NPCs grows. Their use is therefore consid-
ered problematic in current generation games (Orkin 2003).
Scripts have been used from role-playing games, such as
Bioware’s NEVERWINTER NIGHTS, to first-person shoot-
ers, such as Epic Games’ UNREAL TOURNAMENT. Scripts
are composed offline in a high-level game-specific language
and have similar properties as finite state machines. In par-
ticular, the complexity of using scripts grows quickly when
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the behavior of NPCs and the world become more compli-
cated or the number of NPCs grows, which makes it attrac-
tive to generate them semi-automatically. SCRIPTEASE, for
example, aims at simplifying the process of writing scripts
through pattern templates (McNaughton et al. 2004). It al-
lows game developers to create relatively complicated be-
havior via a graphical user interface (GUI), without having
to program them explicitly. The game developers must still
manually choose for each NPC which behavior to initiate
and when to initiate them, which means that the complexity
of using SCRIPTEASE still grows quickly when the behav-
ior of NPCs and the world become more complicated or the
number of NPCs grows.
AI planning techniques have recently been used in games
to control NPC opponents in first-person shooters, such
as Epic Games’ UNREAL TOURNAMENT or Monolith’s
F.E.A.R. Simple behavior (which does not need planning)
was acceptable in early games, such as moving between
ammunition caches and chasing all encountered opponents.
More complicated behavior (which needs planning) is ex-
pected in modern games, such as moving as coordinated
squads and performing tactics (including flanking or send-
ing for backup) (Orkin 2006). While on-line planning might
be able to handle dynamic environments better than off-line
planning, it suffers from the problem that planning is com-
putationally expensive. Plans have to be available in real
time, and the CPU and memory resources available to game
AI modules at runtime are limited. Off-line planning gener-
ates plans off-line and then uses them at runtime with little
CPU and memory overhead. It is easier to implement than
online planning and requires no changes to the game soft-
ware. Off-line plans are typically generated by hand and
then represented as game scripts. For example, an NPC
might go every day for lunch at 12pm and then work until
4pm, resulting in realistic behavior. However, many scripts
need to be generated by hand to cover a reasonable range
of situations, they require lots of human effort to gener-
ate, the process is error-prone, and it is difficult to integrate
new NPCs into a game. For example, if an NPC needs
to buy merchandise from a store, then the NPC owner of
the store needs to be there. Thus, game designers need to
study the scripts for all NPCs to make sure that a change
does not cause conflicts. The complexity of manual plan-
ning therefore grows quickly when the behavior of NPCs
and the world become more complicated or the number of
NPCs grows. We address this issue in the following by de-
scribing a system that uses SHOP2 (Nau et al. 2003), a mod-
ern HTN planner, to automatically compute plans offline and
then represents them as game scripts. HTN planners were
devised in the 1970s (Sacerdoti 1975) and have been advo-
cated as knowledge-based planning approach for complex
applications (Wilkins and desJardins 2001), such as produc-
tion line scheduling (Wilkins 1988) and the game of bridge
(Smith et al. 1998).

Our Testbed
We use Bethesda Softworks’ THE ELDER SCROLLS IV:
OBLIVION, a role-playing game, as testbed for our system.
In this game, each NPC can be assigned a set of AI pack-

ages and a script. AI packages implement atomic behavior,
such as eating, working and sleeping, and have activation
preconditions that can include time ranges. For example, a
sleep package could be active from 10pm to 8am. Setting
the activation preconditions of appropriate AI packages cor-
responds to manual planning and does not require scripts,
which are repeatedly executed in a loop and mostly used for
dialogue and quest-related activities.

Our System
In our system, the game developers design an HTN that en-
codes knowledge of the game world, create a set of AI pack-
ages for all actions of the HTN, and specify several planning
problems together with their initial world states. Each plan-
ning problem addresses the daily planning objectives of all
NPCs. The planner is run on each planning problem. It takes
as input the HTN, the initial world state and the planning
problem and outputs a plan for all NPCs. The planner can-
not plan for each NPC separately since NPCs can interact.
The script generator converts the plan, whose actions cor-
respond to AI packages, into a script for each NPC. Thus,
we extend the use of scripts to encode daily plans of NPCs.
The resulting scripts are then handled by the game engine
just like regular scripts. We now describe the various com-
ponents in turn.

The Hierarchical Task Network
The planning problem is encoded as an abstract task in HTN
planning. Plans are action sequences that are refinements of
the abstract task. HTN methods encode how abstract tasks
(ovals) can be repeatedly refined into subtasks and eventu-
ally into actions (rectangles). When an abstract task is re-
fined, the available methods are tried from left to right until
a method is found whose preconditions match the current
world state. A world state contains information such as a
list of all locations, a list of all stores, a list of items traded
in each store, the owner of each store, the number of deer
that populate the game, and the NPC state of each NPC. An
NPC state contains information such as the wealth, hunger
and tiredness level of the NPC, its current activity and loca-
tion, its inventory, its house, and a list of actions that it can
perform.
Part of our HTN for THE ELDER SCROLLS IV: OBLIV-

ION is illustrated in Figure 1. It encodes plans for a game
day, divided into 24 game hours. If desired, plans that cover
several game days can be obtained by chaining plans to-
gether that correspond to one game day each, by enforcing
that the final world state of a plan is equal to the initial world
state of the next plan. The picture on top illustrates four al-
ternative methods that refine the abstract task of spending
one game hour. If the preconditions of the first three meth-
ods are not satisfied, then an action is chosen at random, to
avoid NPCs being idle. The picture at the bottom illustrates
four alternative methods that refine the abstract task of ob-
taining food, namely directly by hunting or shopping or indi-
rectly by learning how to hunt or making money, which will
help one to obtain food in the future. The precondition of
shopping is that the shop is open. After the NPC has waited
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Figure 1: Part of the HTN.

for a sufficiently long time at the store, the precondition is
considered to be unsatisfied and the next method is tried.

The Planner
We use JSHOP2 (Nau et al. 2003), an off-the-shelf Java
implementation of SHOP2 that is publicly available and can
handle numerical variables, which is important to model as-
pects of world states such as hunger levels.

The Script Generator
The script generator converts the linear plans (action se-
quences) from the plan-representation language PDDL into
the scripting language used by THE ELDER SCROLLS IV:
OBLIVION. Scripts check that the initial world state of
a game day matches the initial world state of their plan.
Scripts activate AI packages to implement actions. The AI
packages thus have no preconditions. Each script uses con-
ditional statements to ensure that the actions of the NPC are
performed to completion, in the correct game hour and in the
correct order since the game repeatedly executes each script
in a loop. These conditional statements use variables that
keep track of the number of actions performed during the
current game hour as well as the last game hour that had all
of its actions completed. Each script uses flag-based mes-
sage passing to encode the exchanges of goods that occur
between NPCs. The script of an NPC sends a request mes-
sage to the script of another NPC to start an exchange. The
script of the second NPC performs its part of the transaction
and then sends a confirmation message. The script of the
first NPC then performs its part of the transaction.

Example
We use a small example with three NPCs named Bob, Stan
and Fred to illustrate parts of our system. Stan and Fred own
one store each and thus interact with Bob via the exchanges
of goods. For simplicity, we focus our attention on Bob for
a few game hours and do not present all details.

(cost food 5.0) (cost skins -4.0)

(cost goods -50.0) (cost learn-hunt 30.0)

(cost rent 1.0) (shop skin-shop skins Stan)

(shop skin-shop goods Stan) (shop food-shop food Fred)

(place Bobs-house) (place forest)

(place skin-shop) (place food-shop)

(deer 4.0)

(asleep Bob) (money Bob 7.0)

(hungry Bob 7.0) (sleepy Bob 4.0)

(have-goods Bob) (at Bob Bobs-house)

(lives Bob Bobs-house)

(available-task Bob purchase-food sedate-hunger)

(available-task Bob wander wander)

(available-task Bob skin get-money)

(available-task Bob sleep sleep)

(available-task Bob sell-goods get-money)

Figure 2: Part of the initial world state.

(!sleep Bob)

(!increment-person Bob)

(!wake Bob)

(!move Bob food-shop)

(!wait Bob food-shop)

(!increment-person Bob)

(!transaction Fred Bob Food)

(!eat Bob)

(!increment-person Bob)

(!move Bob forest)

(!skin Bob)

(!move Bob skin-shop)

(!transaction Stan Bob Skins)

Figure 3: Part of a plan.

if (theTime >= 10 && theTime < 11 && finished != 10)

if current == 0

AddScriptPackage TravelDeerForest

set current to current + 1

if current == 1

if bobVar != 60

set bobVar to 60

set skinning to 1

set skinDeer to 0

AddScriptPackage Skin

if current == 2

AddScriptPackage TravelSkinShop

set current to current + 1

if current == 3

if bobVar != 70

set bobVar to 70

set selling-skin to 1

AddScriptPackage SellSkins

if current == 4

set current to 0

set finished to 10

set bobVar to 0

Figure 4: Part of a script.
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Figure 2 shows part of the initial world state but skips the
NPC states of Fred and Stan. The planning problem is ((day
Fred Stan Bob)). Figure 3 shows a few steps of the resulting
plan for all three NPCs over a game day but skips actions
that do not involve Bob. Bob sleeps, then wakes up and goes
to buy food from Fred’s store. (He can satisfy his hunger this
way since he has money.) Bob waits for the store to open.
Fred shows up before Bob gives up, allowing Bob to buy the
food and eat. Bob walks to forest to skin a deer and then
goes to sell its pelt at Stan’s store (to make some money).
The repeated call !increment-person makes Bob more tired
and hungry over time.
Figure 4 shows part of the script that corresponds to the
last four actions of the plan in Figure 3 although a detailed
explanation of the code is beyond the scope of this paper.
The first line ensures that each action of the plan is executed
at the appropriate time. The variable current ensures that the
actions are performed in the correct order by keeping track
of how many actions have been completed in the current
game hour. The variable bobVar ensures that each action
is performed only once (although we skip its implementa-
tion details). The AI package Skin implements the action of
killing and skinning a deer. The script of Bob sets the vari-
able skinning to one. The script of the deer makes a pelt ap-
pear and increments the variable current, which allows Bob
to execute the next action. Bob cannot increment the vari-
able himself since he does not know exactly when his action
completes. The AI package SellSkins initiates the sale of the
pelt. The script of Bob sets the variable selling-skin to one.
The script of Stan then performs the transaction and incre-
ments the variable current, which allows Bob to execute the
next action. The last section of the script ensures that Bob
does not execute the actions again once he has completed
them.

Discussion
We now discuss the advantages and disadvantages of our
system.
First, automated planning has advantages over manual
planning. We have already argued that the complexity of
manual planning grows quickly when the behavior of NPCs
and the world become more complicated or the number of
NPCs grows. Automated planning increases the game devel-
opment speed and thus allows our system to compute more
complex plans, which cover longer game periods and have
more interactions between NPCs, resulting in a better gam-
ing experience. Automated planning requires game develop-
ers to encode knowledge of the game worlds, in our case in
form of HTNs. This should not be a problem for game devel-
opers since HTNs are similar to scripts. It is an open ques-
tion whether game users, a community which is very large
and heterogeneous in terms of programming skills, would
welcome our system to add user-created content to off-the-
shelf games. Scripting has gotten end users accustomed to
using structured languages, and HTNs are not harder to un-
derstand than current sophisticated forms of scripts, such as
conditional scripts. If desired, GUIs could be designed to
help game developers and end users generate HTNs. Even-
tually, a standardized system similar to ours might get used

across games, similar to current graphics engines, network-
ing code or physics simulators.
Second, offline automated planning has advantages over
online automated planning. We have already argued that
online planning is computationally expensive, and the CPU
and memory resources available to game AI modules at run-
time are scarce because sophisticated graphics and sound al-
gorithms need them. Offline planning avoids this overhead
and thus allows our system to compute more complex plans,
which cover longer game periods and have more interactions
between NPCs. Offline planning is less versatile than online
planning since offline plans need to account for many con-
tingencies and could thus be both difficult to compute and
of large size in game worlds with incomplete or uncertain
information (such as dynamic or partially observable do-
mains). In contrast, online planning can make assumptions
and replan when the current plan can no longer be executed.
Our game world, however, can be modeled as completely
observable and static by giving up only a small amount of
realism, since the human player is the only unknown. For
example, one can put virtual laws in place that prevent the
human player from interfering with the NPCs to make their
plans unexecutable, for example, by preventing the human
player from killing NPCs that are vital for plan execution.
Thus, offline planning is often sufficiently powerful, which
is one of the main reasons why scripting, a form of offline
planning traditionally performed by hand, is so popular in
modern games.
Third, interfacing an offline automated planner via a
scripting interface to a game has advantages. We have al-
ready argued that this makes offline planning easier to in-
tegrate into games than online planning since it requires no
changes to the game software. This is an important issue
in an industry with tight deadlines, where game companies
tend to ignore new ideas unless they can easily be added to
the game currently under development (Hopson 2006).

Comparison with SCRIPTEASE
To the best of our knowledge, the work on SCRIPTEASE
(McNaughton et al. 2004) is the only research on automat-
ing script generation previously reported in the games lit-
erature. SCRIPTEASE is a tool that allows a user to gen-
erate scripting code through a graphical front end. Script-
ing can be performed even by users with no programming
skills. The process is faster and safer, since manual coding
introduces bugs that can be hard to fix.
As an important difference from our work, SCRIPTEASE

makes no attempt at automating the planning side of script-
ing. The user is responsible to select all actions that com-
pose a script, possibly starting from a predefined pattern.
Arguably, SCRIPTEASE could be seen as focused on the
software engineering side of scripting rather than the AI
side. The authors state that AI capabilities, such as learn-
ing, would be a good addition to the SCRIPTEASE tool (Mc-
Naughton et al. 2004). In addition, we believe that our work
and SCRIPTEASE can be combined into a tool that would
provide access to a planning engine through a sophisticated
and intuitive GUI that would not require users to have deep
planning knowledge. The GUI and all the machinery behind
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NPCs Time (sec.) Nodes Plan Length
3 6.12 1108 293
4 6.49 1452 381
5 7.07 1798 469
6 7.56 2142 557
7 7.94 2486 645
15 10.83 6332 1351
20 12.47 8062 1797
40 28.57 14982 3566

Table 1: Summary of results for 24 game hours when the
problem size varies from 3 to 40 NPCs.

Game Hours Time (sec.) Nodes Plan Length
4 12.31 2634 700
8 15.80 4570 1416
12 17.49 6566 2134
16 20.45 9086 2857
20 24.01 11126 3591
24 25.32 13614 4308

Table 2: Summary of results for 40 NPCs when the covered
time period varies from 4 to 24 game hours.

it could be used to design HTNs and express the initial world
state and the abstract task to be refined into a plan. Based on
such input data, the planning engine could compute plans
and translate them to the scripting language.

Evaluation
We ran two experiments with the HTN described earlier,
which consists of 12 abstract tasks, 19 actions and 40 meth-
ods and requires 180 lines of code. The initial world state
for 3 NPCs over 24 game hours uses 49 boolean atoms.
In our first experiment, we varied the problem size by in-
creasing the number of NPCs from 3 to 40. Each plan cov-
ered a period of 24 game hours. In the second experiment,
we varied the covered time period by increasing the number
of game hours from 4 to 24. Each plan was for 40 NPCs. The
two experiments were run on a PC with an AMD Athlon 64
X2 4200+ processor and 1 GB RAM. The initial NPC states
were generated randomly. Tables 1 and 2 summarize the re-
sults of both experiments. They show the planning effort
(measured in both CPU time and number of nodes) and the
length of the produced plans.
The data in Tables 1 and 2 show that the planning ef-
fort grows at most linearly in both the number of NPCs and
the number of game hours, which is evidence that the HTN
guides planning well. Note that the numbers reported in the
last row of each table are different, even though the num-
ber of NPCs and the number of game hours are the same in
each case. This is because the problem sets for the two ex-
periments were generated independently of each other. The
NPCs tend to sleep slightly more in the plans computed in
the first experiment, and agents that are asleep execute only
one sleep action during several game hours while agents

that are awake typically execute several actions during each
game hour. As a result, plans where NPCs sleep more tend
to be shorter.
The size of each script for 40 NPCs varies between 80 and
500 lines when the number of game hours varies from 4 to
24. The plans are quite long but contain adjustment steps for
state variables that can be compiled out by the script gener-
ator. For example, a script does not need to represent how
hungry an NPC is. It needs to execute only the eating ac-
tion. The runtime of the script generator is less than 30 sec-
onds for 40 NPCs over 24 game hours. Manual planning and
writing scripts of 500 lines for all 40 NPCs, in comparison,
would be extremely tedious and time-consuming.
We have observed that automated planning makes the
NPCs behave more realistically because there is more varia-
tion in their daily routine and both more and more meaning-
ful interactions among them. Manual planning, for example,
makes it attractive for the NPC owner of a store to keep its
store open exactly from 9am to 5pm each day since such
rigid rules make manual planning easier. Automated plan-
ning, in contrast, makes it easy for the NPC owner of a store
to leave early if it is tired. Even though this action can in-
fluence the actions of other NPCs in complicated ways, the
planner can compute a plan that will handle all details cor-
rectly. In addition, automated planning chains the actions of
NPCs in meaningful ways. For example, an NPC attempts
to buy food only if it has enough money available. In con-
trast, NPCs in the original game get food regardless of the
amount of money they have.
Adding a new NPC to a game requires only slight modifi-
cations to the HTN and the initial world state. For example,
one needs to add the NPC state for the new NPC to the ini-
tial world state. Similarly, changing the behavior of an NPC
requires only slight modifications to the initial world state.
For example, one needs to change the list of actions that the
NPC can perform in its NPC state. In our experience, the
editing takes only a couple of minutes in both cases before
one can run the planner and script generator again.

Conclusion
Planning is a powerful but potentially resource-intensive
technology to add intelligent behavior to NPCs in video
games. In this paper, we have introduced an approach to of-
fline HTN planning in the domain of video games. Our im-
plementation generates scripts automatically, replacing the
traditional approach of creating scripts manually. We ap-
plied our ideas to THE ELDER SCROLLS IV: OBLIVION, a
popular role-playing game from Bethesda Softworks. In ex-
periments, scripts are generated at a level of complexity that
would require a great human effort to compose and debug.
Future work includes applying offline conformant planning
and offline contingent planning to games.
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