
1551-3203 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TII.2017.2712147, IEEE
Transactions on Industrial Informatics

1

Two-stage Adaptive Restoration Decision Support
System for a Self-healing Power Grid

Amir Golshani, Student Member, IEEE, Wei Sun, Member, IEEE, Qun Zhou, Member, IEEE,
Qipeng P. Zheng, Member, IEEE, and Jianzhong Tong, Fellow, IEEE

Abstract—Power outages cost American industries and busi-
nesses billions of dollars and jeopardize the lives of hospital
patients. The losses can be greatly reduced with a fast, reliable
and flexible self-healing tool. This paper is aimed to tackle the
challenging task of developing an adaptive restoration decision
support system (RDSS). The proposed RDSS determines restora-
tion actions both in planning and real-time phases and adapts to
constantly changing system conditions. The comprehensive for-
mulation encompasses practical constraints including AC power
flow, dynamic reserve, and load modeling. The combinatorial
problem is decomposed into a two-stage formulation solved by
an integer L-shaped algorithm. The two stages are then executed
online in the RDSS framework employing a sliding window
method. The IEEE 39-bus system has been studied under normal
and contingency conditions to demonstrate the effectiveness and
efficiency of the proposed online RDSS.

Index Terms—Adaptive restoration, dynamic reserve, integer
L-shaped algorithm, mixed-integer linear programming, two-
stage optimization.

I. NOMENCLATURE

Decision variables:
ui,ton Binary variable equal to 1 if unit i is on

at time t.
ui,tstart Binary variable equal to 1 if unit i is in

a start-up period at time t.
tistart Start-up time of unit i.
P i,t
g Scheduled real power of unit i at time t

after connecting to the grid.
P i,t
gstart Start-up power of unit i at time t.
ub,tbus Binary variable equal to 0/1 if bus b is

de-energized/energized at time t.
unm,t
line Binary variable equal to 0/1 if the

line between buses n and m is de-
energized/energized at time t.

qi,t+ , qi,t− Positive and negative fictitious reactive
power at bus i and time t.
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P l,t
load, Q

l,t
load Amount of real and reactive loads re-

stored at load bus l and time t.
Pnm,t
f , Qnm,t

f Real and reactive power flows between
buses n and m at time t.

V n,t, θn,t Voltage amplitude and angle of bus n at
time t.

ynm,t Piecewise linear approximation of
cos(θn − θm) at time t.

∆P t
max,∆P

i,t
max Total load pickup capability and load

pickup capability of unit i at time t.
P dyn,t
reserve, P

dyn,i,t
reserve Total dynamic reserve and dynamic re-

serve share of unit i at time t.
P l,t
shed Load shedding share of load bus l at time

t.
∆P t

CLPU Impact of cold load pickup at restoration
time t.

Q(x), φ Second-stage objective function and esti-
mated second-stage objective function.

Pmax,l,t
load , Qmax,l,t

load Maximum restorable active and reactive
loads at load bus l and time t.

Constant parameters:

Pmax,i
g , Pmin,i

g Maximum and minimum real power ca-
pacities of unit i.

Qmax,i
g , Qmin,i

g Maximum and minimum reactive power
capacities of unit i.

P i
gstart Cranking power of unit i.
αl, βl Priority factor and cold load percentage

of load l.
pfl, λl Power factor at load bus l and addi-

tional power demand caused by cold load
pickup.

T i
start, t̂

i
start Start-up duration of unit i and start-up

time of unit i calculated at t = 0.
M Large positive number.
µz, µI , µp Coefficients of constant impedance, con-

stant current and constant power loads.
V min, V max Minimum and maximum limits of volt-

age.
gnm, bnm, b

c
nm Conductance, susceptance, and shunt sus-

ceptance of the transmission line between
buses n and m.

R̂t
g, M̂

t Total ramping rate and total inertia of all
online generation units at time t.

fmin, fdb, f0 Minimum allowable frequency, gover-
nor’s dead band and nominal frequency.

Nr Number of segments in cosine function



1551-3203 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TII.2017.2712147, IEEE
Transactions on Industrial Informatics

2

approximation.
Q̂tot,t

load Total restored reactive load at time t.
Q̂nm,t

ch , Q̂nm,t
loss Reactive charging power and reactive

power loss of the line between buses n
and m at time t.

Ŝnm, P̂nm Apparent power limitation and active
power loss limit of line nm.

D Iteration count in integer L-shaped algo-
rithm.

Sets:
LCLPU , L Sets of load buses containing cold loads

and set of load buses.
T, T ′ Sets of restoration times before and after

the contingency.
Lsh Set of load buses with under-frequency

load shedding relays.
I, IBSU , INBSU Sets of generators, black-start units, and

non-black-start units.
B, K Sets of buses and transmission lines.
Iin, Bin,Kin Sets of generators, buses, and transmis-

sion lines that are not affected by the
contingency.

Iout, Bout,Kout Sets of generators, buses, and transmis-
sion lines that are affected by the contin-
gency.

Indices:
n,m, b Indices for system buses.
i, l, t, bi, bl Indices for generation units, loads, times,

generator buses, and load buses.
t, t′ Indices for times before and after contin-

gency.

II. INTRODUCTION

LARGE power outages become more common place due
to the increase in both frequency and strength of natural

disasters and cyber-attacks. For instance, in 2012, hurricane
Sandy devastated the power grid along the east coast of the
U.S., leaving more than 8 million people without power for
over a week. In addition to such massive destructions due to
natural disasters, partial blackouts usually occur as a result
of damage to a local utility infrastructure or cyber attacks.
Furthermore, as the electricity demand is growing over time,
power systems are operating under stressed conditions which
reduces the security margin and increases the likelihood of
cascading outages [1]. According to the Electric Power Re-
search Institute, across all business sectors the U.S. economy
loses over 150 billion dollars a year due to power outages [2].
To reduce the loss and enhance resiliency, a fast and reliable
power system self-healing tool with integration of newer and
more intelligent technologies is critically needed.

System operators are currently guided by a series of restora-
tion plans prepared offline based on a set of blackout scenar-
ios [3], [4]. Major independent system operators (ISOs) in
the U.S., such as Pennsylvania-New Jersey-Maryland (PJM)
interconnection and ISO New England, provide restoration
manuals to guide operators in disturbance conditions or after
a blackout [5], [6]. Offline restoration plans are developed

to assist system operators to bring the power back after a
major blackout. However, the offline restoration plans need
to be constantly checked against system conditions. As a
result, system recovery is prolonged and system operators
face tremendous pressure. Moreover, unexpected events can
occur during the restoration process, e.g., loss of generation or
transmission lines, imposing further challenges in restoration.

Much research efforts have been devoted to the self-healing
actions in power grid, particularly, in restorative state [7]-[20].
Authors developed a decision support system for generating
an optimal black-start strategy in [7]. This system contains
mixed-integer nonlinear optimization programming (MINLP)
problem which is difficult to solve by traditional optimization
techniques. Also, it currently serves as an offline planning tool
in Taiwan power company. In [8] and [9], authors applied
the expert system functions in power system restoration and
proposed the use of analytical tool without presenting any
mathematical formulations. An online decision support tool
together with the concept of generic restoration milestones
(GRMs) was discussed in [10]. In the proposed method, sev-
eral optimization problems representing different restoration
stages need to be solved separately which increased the com-
plexity of this approach, particularly for online applications.

Our prior work has developed a mixed-integer linear pro-
gramming (MILP) algorithm to maximize overall generator
start-up capability [11]. However, that work only considered
the generation start-up problem without formulating other
phases of restoration process. In [12], a transmission path
selection method was proposed to restore the de-energized
loads. Authors adopted the power transfer distribution factor
matrix to calculate the power flow on the restored lines.
However, that work mostly emphasized the correct sequence
of transmission line energization by defining two indices, with
limited insights on the whole restoration problem. Restoration
for interconnected power systems was proposed using tie-
lines and collaboration among transmission system operators
(TSOs) [13]. This collaboration leads to the optimal allocation
of the available cranking sources to non-black-start units.
However, a simplified load pickup increment approach was
suggested which does not accurately reflect the generation
units characteristics.

For load restoration, a wide-area measurement system
(WAMS)-based approach was introduced in [14]. And a two-
stage transmission-level load restoration based on synchropha-
sor data was also been proposed in [15]. In both references
authors only studied the final phase of restoration process,
when all generation units are on and transmission lines are
energized. Reference [16] paid particular attention to the load
restoration phase considering generator start-up constraints.
However, it simply approximated the load pickup step cal-
culation and cannot adapt to changing operating conditions.
Combined restoration optimization problem was solved using
Firefly algorithm in [17]. Generally, metaheuristic methods
are trapped in local minima and do not guarantee the global
optimality of solutions. Also, the proposed approach did not
consider power flow equations, and was only suggested for
the planning phase of restoration. In [18], it was shown
that DC power flow model is not sufficiently accurate for
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solving the restoration problem. To overcome this issue, it
proposed a linear programming approximation of AC power
flow considering reactive power and voltage magnitudes.

In distribution network, service restoration under contingen-
cies has been studied in [19] and [20]. Distribution system
restoration with plug-in hybrid electric vehicles (PHEVs) and
storages was investigated in [19]. Particularly, the impact of
parking lots on restoration process was examined under con-
tingency cases. The proposed healer reinforcement approach
was tested on the radial network structure. A multiagent-
based distribution restoration under both single and multiple
recurring faults was explored in [20]. However, network loss,
voltage and current limitations, and load priorities have not
been incorporated in the service restoration problem.

In summary, a transmission system restoration tool that can
combine different phases of restoration process into a single
optimization problem, respond to the changing conditions and
contingencies, and being computationally efficient for both
planning and real-time cases is lacking in the literature. To
address the aforementioned shortages, our paper presents a
holistic adaptive restoration decision support system (RDSS)
by formulating a two-stage mixed-integer linear optimization
problem. The approach presented in this paper adapts to
changing operating conditions in restoration. The proposed
RDSS serves as a crucial component for the future self-
healing power grid. Our major contributions are summarized
as follows.

1) The proposed RDSS integrates different phases of
restoration into one holistic problem. The RDSS looks
ahead over the entire restoration time horizon to ensure
global optimality with the shortest restoration time. It
contains various practical constraints including genera-
tors’ start-up times, line energization sequences, AC load
flow, load pickup and dynamic reserve constraints.

2) The proposed RDSS is computationally fast for real-
time operation. In this paper, we propose an efficient
decomposition approach based on the integer L-shaped
algorithm with a novel integer L-shaped cut. The two
stages are then executed using a sliding window frame-
work which only requires to solve the second-stage
problem in real-time unless a major event occurs.

The remainder of this paper is organized as follows. Section
III describes the RDSS framework. Section IV presents the
problem formulations with objectives and constraints before
and after the contingency. The solution methodology is de-
scribed in Section V. Section VI presents numerical results to
demonstrate the effectiveness and efficiency of the proposed
RDSS. Conclusions drawn from this work are presented in
section VII.

III. RDSS FRAMEWORK

Power system restoration is a complex nonlinear problem
containing different phases, variables and constraints. Restora-
tion tasks are performed by starting a black-start unit (BSU),
finding transmission paths to crank non-black-start units (NB-
SUs) and serving critical loads. The proposed RDSS combines
these stages into one holistic problem, and then decomposes

time

  Optimal Planning Functions (OP) Optimal Real-Time Function (OR)
Generator start-up time
Line energization sequence
Load pick-up sequence
Reserve allocation  

Update network data    
Adjust load pick-up values
Re-dispatch generators  

  tk+1   tk+2   tk+3   tk+4   tk+5   tk+n

OP OR OR OR OR OR OP

  tk+n+1   tk+n+3  tk+n+4

OR OR OR OR

  tk+n+2

contingency occurs

RDSS

Input Data
Static

Dynamic

  tk

blackout 
occurs

run RDSS

Fig. 1. Proposed RDSS framework and application in restoration period.

into a two-stage problem formulation. The two-stage problem
is then executed with a sliding window by looking ahead over
the entire restoration time horizon. Therefore, the performance
is greatly enhanced so that the RDSS can be utilized in a real-
time environment.

The proposed RDSS contains two types of functions: opti-
mal planning (OP) and optimal real-time (OR) functions, with
each of them executed at specific time periods, as shown in
Fig. 1. The OP function is executed right after the blackout
at tk+1, while the OR function is run periodically at each
restoration time step. The RDSS has static and dynamic
input data. Static inputs include power system topological
information such as transmission and generator parameters.
Dynamic inputs are system states that are updated in real-
time with data from phasor measurement units (PMUs) or
supervisory control and data acquisition (SCADA) systems.
With the initial outage conditions such as generation units
and transmission lines availability, system operators run the
RDSS to determine the optimal restoration plan. The results
obtained from the OP stage provides a step-by-step restoration
action list. This list contains the starting times of all generators,
energization times of all buses and lines, the optimal location
and amount of loads to pickup, and the amount of dynamic
reserve to ensure system security.

As restoration process proceeds, more generating units,
transmission lines and loads become online, leading to the
changes of system dynamic characteristics. These changes
are mostly related to the load pickup capability and dynamic
reserve provision. And they are directly affected by governors’
responses, characteristics of the loads, and total system inertia.
However, the decision variables pertaining to generators’ start-
up and buses/lines energization times, whose values were
determined after solving the OP problem at tk+1, can be
assumed to remain unchanged. Having these binary decision
variables determined, OR function is run every few minutes
(e.g., 10 minutes) or on demand. Since the first-stage binary
variables are known respect to the restoration time, the OR
function can be quickly solved without additional delays to
the restoration process. For instance, online generators can
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be re-dispatched to provide sufficient amount of reserve to
ensure system reliability in the case of contingencies. Should
any contingencies occur or significant difference between
estimated system parameters and real-time measurement data
causes the non-convergence of OR optimization problem, the
OP function needs a re-run based on the updated system states.

This sliding window approach is developed to improve the
computational efficiency with a two-stage problem formula-
tion. The first-stage problem contains integer variables and the
second-stage problem is a MILP problem. The OP function
solves the two-stage problem as a whole, while the OR
function only solves the second-stage problem with the first-
stage decisions fixed. This reduces the size and complexity of
restoration in real-time applications. When contingencies oc-
cur, system topology changes and some of initially determined
paths may become unavailable. As a result, the first-stage
decisions need to be resolved by running the OP function. As
shown in Fig. 1, when a major contingency occurs at tk+n+1,
the OP function is called. Note that at this moment, the size
and computational time of the optimization problem will be
considerably smaller than the original problem solved at tk+1.

IV. RDSS PROBLEM FORMULATION

The proposed RDSS is modeled as a two-stage MILP prob-
lem. The first-stage problem decides generators start-up times
and transmission lines energization sequences at the beginning
of a restoration period. Given first-stage decisions, the second-
stage problem determines optimal load pickup amount and
location, dynamic reserve allocation, voltage profile, frequency
behavior, and real and reactive power losses. In the second-
stage problem, auxiliary variables and optimality cuts will be
added to ensure the feasibility.

A. First-stage Optimization Problem

1) Objective: The objective of the first-stage problem is to
maximize the total energy served by all generators through
starting up more generators (or equivalently, to minimize
negative energy supply), and minimize the value function of
the second stage problem, ϕ(u), as shown in (1). ϕ(u) is
explained in Section IV.B.

Minimize
(
−
∑
t∈T

∑
i∈I

(Pmax,i
g − P i

gstart)u
i,t
on + ϕ(u)

)
(1)

where, the binary decision variable ui,ton is the status of
generator i at restoration time t, with 0 meaning offline or
starting up, and 1 meaning online. First-stage binary decisions
are: ui,tstart, u

i,t
on, ub,tbus, and unm,t

line . In (1), u is the vector of
first-stage decisions.

2) Constraints: The first-stage problem includes three
groups of constraints, and all decision variables satisfy ∀t ∈
T, ∀i ∈ I, ∀nm ∈ K, ∀(n,m) ∈ B, unless otherwise noted.

a) Initial conditions: Assuming a total blackout case
occurs at t = 0, the initial conditions of the restoration
problem are given in (1.1) and (1.2).

ui,t=0
start = 0, ub,t=0

bus = 0, uk,t=0
line = 0 (1.1)

ui,t=1
start = 1 ∀i ∈ IBSU (1.2)

b) Generator start-up function: The start-up characteris-
tic of NBSUs is shown in (1.3), where integer variable tistart
and parameter T i

start represent start-up and cranking times.
P i
start is the cranking power of generator i. More details

regarding the MILP representation of constraint (1.3) can be
found in [11].

P i,t
gstart =

{
0 0 ≤ t < tistart
P i
gstart tistart ≤ t < (tistart + T i

start)
(1.3)

Note that for t ≤ (tistart + T i
start) generators’ output

power follow their start-up function, P i,t
gstart. Whereas, for

t > (tistart + T i
start), generators’ scheduled power are de-

termined in the second-stage problem, denoted by P i,t
g .

c) Start-up time constraints: Generation unit i can go
online only after its start-up time has elapsed, as shown in
(1.4). The binary variable ui,tstart is 1 if unit i is starting up;
otherwise is 0. The relationship between tistart and ui,tstart are
shown in (1.5).∑

t∈T
(1− ui,ton) ≥

∑
t∈T

(1− ui,tstart) + T i
start (1.4)

tistart =
∑
t∈T

(1− ui,tstart) (1.5)

d) Buses and lines energization constraints: The rela-
tionship of bus and line energization can be modeled as
following: constraint (1.6) shows that NBSUs can be started
after energizing their corresponding buses bi; constraints (1.7)
and (1.8) show that if both connected buses are de-energized
at restoration time t, then the line is de-energized at time t.
Constraint (1.9) shows that if either bus is energized at t, the
line can be energized at t+1 or remains de-energized. In radial
energization, if a line is energized at t+ 1, buses at both ends
of that line should be energized at t + 1. Also, transmission
lines should connect the energized buses to form a meshed
network. In this case if a transmission line is energized at
t+ 1, buses at both ends of the line should be energized at t.

ui,tstart ≤ u
bi,t
bus (1.6)

unm,t
line ≤ u

n,t
bus (1.7)

unm,t
line ≤ u

m,t
bus (1.8)

unm,t+1
line ≤ (un,tbus + um,t

bus) (1.9)

B. Second-stage Optimization Problem

1) Objective: The objective of the second-stage problem
is to minimize total unserved load plus a penalty function,
as shown in (2). The penalty function includes two positive
continuous variables, qi,t+ and qi,t− , which are fictitious reactive
power sources installed at generation buses to ensure the
feasibility of the optimization problem. These variables are
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utilized for generating a set of optimality cuts to speed up the
convergence of solution algorithm, as explained in section IV.

ϕ(u) = Minimize

{∑
t∈T

(∑
l∈L

αl (Pmax,l,t
load − P l,t

load)

+
∑
i∈I

M(qi,t+ + qi,t− )
)}

(2)

where αl is each load’s priority factor, Pmax,l,t
load shows the

maximum restorable load, P l,t
load denotes the total restored load

at load bus l and restoration time t.
2) Constraints: The second-stage problem includes five

groups of constraints, and all decision variables satisfy ∀t ∈
T, ∀i ∈ I, ∀nm ∈ K, ∀(n,m) ∈ B, ∀l ∈ L. Also,
the first-stage decision variables appeared in the second-stage
constraints are considered as constant parameters and denoted
with a hat sign.

a) Power balance constraints: Real and reactive power
limits of each generator are shown in (2.1)-(2.2), where we
replaced the generator capability curve with the rectangle
constraints. With this assumption, it is guaranteed that any
given active and reactive power can vary within the assigned
range. Although conservative, it will dramatically decrease
the complexity of the problem and computational time. Real
and reactive power balance equations are built based on an
undirected graph representation of the network, as presented
in (2.3)-(2.4). Parameter P̂ i,t

gstart denotes the start-up power
of generator i whose value is obtained from the first-stage
problem.

Pmin,i
g ûi,ton ≤ P i,t

g ≤ Pmax,i
g ûi,ton (2.1)

Qmin,i
g ûi,ton ≤ Qi,t

g ≤ Qmax,i
g ûi,ton (2.2)∑

i∈I
(P i,t

g − P̂
i,t
gstart)−

∑
l∈L

P l,t
load =

∑
nm∈K

Pnm,t
f (2.3)

∑
i∈I

(Qi,t
g + qi,t+ − q

i,t
− )−

∑
l∈L

Ql,t
load =

∑
nm∈K

Qnm,t
f (2.4)

where, Pnm,t
f and Qnm,t

f denote the real and reactive power
flow of transmission line between buses n and m. The ficti-
tious reactive power sources in the penalty function are also
included in (2.4).

b) Linearized AC load flow and transmission line con-
straints: Linearized model of AC power flow equations
through convex approximation are presented in (2.5)-(2.6).
The piecewise linear approximation of cosine function using
binary variables is shown in (2.7), where cosine function is
divided into Nr equal segments and index r = 0, ..., Nr − 1
denotes each segment. The linear function in each segment is
determined through choosing appropriate values of znm,r and
anm,r (as referred in [21]).

Pnm,t
f = (2V n,t − 1)gnm − (V n,t + V m,t + ynm,t − 2)gnm

− bnmθnm,t, n 6= m (2.5)

Qnm,t
f = −(2V n,t − 1)(bnm + bcnm) + (V n,t + V m,t + ynm,t

− 2)bnm − gnmθnm,t, n 6= m (2.6)

ynm,t = znm,rθnm,t + anm,r ∀(nm) ∈ K, r = 0, ..., Nr − 1
(2.7)

c) Bus and line limit constraints: Real and reactive
power flows of de-energized transmission lines must be equal
to zero, as shown in (2.8)-(2.9). Voltage magnitude of all
energized buses should be maintained between 95% to 105%
of nominal voltage in (2.10). Thermal limits of transmission
lines are expressed in (2.11). Given the apparent power lim-
itation of transmission line, Ŝnm, one can calculate P̂nm =

gnm

g2
nm+b2nm

Ŝnm [21].

−Mûnm,t
line ≤ P

nm,t
f ≤Mûnm,t

line (2.8)

−Mûnm,t
line ≤ Q

nm,t
f ≤Mûnm,t

line (2.9)

V minûb,tbus ≤ V
b,t
bus ≤ V

maxûb,tbus (2.10)

Pmn,t
f + Pnm,t

f ≤ P̂nm (2.11)

d) Real and reactive load constraints: The static load
model, namely ZIP model [22], is applied in this paper. The
non-linear ZIP load model together with its linear equivalent
is presented in (2.12) [15].

Pmax,l,t
load ≤ (µp + µI

V b,t

V0
+ µz(

V b,t

V0
)2)P l,V0

load

≈ (µp − µz +
V b,t

V0
(µI + 2µz))P l,V0

load (2.12)

where, P l,V0

load represents real power demand at bus l and
nominal voltage V0. Real and reactive loads can be restored
only after energizing their respective buses, as shown in (2.13)-
(2.14). And the reactive load pickup limit is shown in (2.15).

0 ≤ P l,t
load ≤ P

max,l,t
load ûbl,tbus (2.13)

0 ≤ Ql,t
load ≤ Q

max,l,t
load ûbl,tbus (2.14)

Ql,t
load ≤ P

l,t
loadtan(arccos(pfl)) (2.15)

e) Load pickup and dynamic reserve constraints: Load
pickup limit is modeled in (2.16), where ∆P t

max is the system
load pickup capability at restoration time t, and ∆P t

CLPU is
the impact of cold load. The load pickup capability can be
estimated by having system inertia, governor ramp rate and
dead band, and minimum allowable frequency dip [23], as
expressed in (2.17). Where, R̂g (MW/s) and M̂ t (MW.s/Hz)
are constant parameters that can be calculated right after
determining the first-stage decisions. Also, the impact of cold
load pickup is calculated in (2.18) [16], where βl denotes
the cold load percentage of load bus l, and λl represents the
additional power demand caused by cold load phenomenon.∑

l∈L

P l,t+1
load −

∑
l∈L

P l,t
load + ∆P t

CLPU ≤ ∆P t
max (2.16)
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∆P t
max ≤

√
2R̂t

gM̂
t(f0 − fmin − fdb) (2.17)

∆P t
CLPU =

∑
l∈LCLPU

βlλl(P
l,t+1
load − P

l,t
load) (2.18)

Also, there should be enough dynamic reserve to survive
the frequency decay as a consequence of largest generation
unit’s trip. The dynamic reserve is composed of two parts,
governor response of conventional generation units and loads
with under-frequency load shedding relays, as shown in (2.19).

P dyn,t
reserve ≤

∑
l∈Lsh

P l,t
shed +

∑
i∈I

P dyn,i,t
reserve (2.19)

In (2.20), P dyn,i,t
reserve limits the maximum contribution of gen-

erator i to the total dynamic reserve at restoration time t.
Constraint (2.21) represents that each generation unit’s power
level should be limited to maintain system reliability. In (2.22),
it is assumed that less than 50% of dynamic reserve in a
system should be devoted to the loads with under-frequency
load shedding relays [5].

P dyn,i,t
reserve ≤ min(∆P i,t

max, P
max,i
g − P i,t

g ) (2.20)

P i,t
g ≤ P dyn,t

reserve − P dyn,i,t
reserve (2.21)∑

l∈Lsh

P l,t
shed ≤ 0.5P dyn,t

reserve (2.22)

C. Constraints After Contingency Occurrence
Assuming that a contingency occurs at t = tc, the OP

problem (1) should be re-solved to obtain a new restoration
plan. At this time, a new set of initial conditions should be
developed. However, the objective functions of the first and
second-stage optimization problems remain unchanged. Also,
the restoration time will be reset and t → t′. The following
conditions would occur after the contingency:

a) Condition 1: If generation unit i is on before the
contingency and it has not been affected by the contingency,
it will maintain its status in (3.1). The same initial conditions
are applied to the transmission lines and buses in (3.2).

ui,t
′=0

on = ui,tcon ∀i ∈ Iin (3.1)

ub,t
′=0

bus = ub,tcbus , u
k,t′=0
line = uk,tcline ∀b ∈ Bin, k ∈ Kin (3.2)

b) Condition 2: If generation unit i is in start-up period
(i.e. ui,tcstart = 1) and it has not been affected by the con-
tingency, it will continue its start-up process; however, the
start-up constraint will be updated in (3.3). Where, t̂istart is
a constant parameter denoting the initial start-up time derived
after running OP at t = 0.

P i,t′

gstart = P i
gstart 0 ≤ t′ < T i

start + t̂istart − tc ∀i ∈ Iin
(3.3)

c) Condition 3: If generation unit i is off and ui,tcstart = 0,
and it has not been affected by the contingency, it follows a
normal start-up process as expressed in (1.3)–(1.5). Also, con-
straints (1.6)–(1.9) are applied to the unaffected de-energized
buses/lines.

d) Condition 4: If generation unit i is on/off or in start-
up process before the contingency happens, and it has been
affected by the contingency, it will remain off until the end of
outage time, denoted as T ′o in (3.4). This condition is applied
to the energized/de-energized buses and lines.

ui,t
′

start = ui,t
′

on = 0, ub,t
′

bus = 0, uk,t
′

line = 0,

0 ≤ t′ ≤ T ′o, ∀b ∈ Bout, k ∈ Kout, i ∈ Iout (3.4)

e) Initial conditions for the second-stage problem:
System loads may also be affected partially or totally by
the contingency. In (3.5), initial conditions of the active and
reactive loads are set. However, if a load bus becomes de-
energized after the contingency, its corresponding load value
is forced to be zero in (3.6).

P l,t′=0
load = P l,tc

load, Q
l,t′=0
load = Ql,tc

load ∀bl ∈ Bin (3.5)

P l,t′

load = Ql,t′

load = 0 ∀t′ ∈ T ′, ∀bl ∈ Bout (3.6)

V. INTEGER L-SHAPED SOLUTION ALGORITHM

The integer L-shaped algorithm was introduced by Laporte
and Louveaux [24] to tackle problems having binary first-stage
decision variables and mixed-integer recourse. In this method,
the first-stage problem can be solved using branch-and-cut
algorithm and the second-stage problem is approximated by
linear cuts. When a feasible first-stage solution is obtained,
the second-stage problem is solved to generate an optimality
cut to refine the approximation. Then, the first-stage problem
is resolved with the generated optimality cut to obtain a new
integer solution. This process iteratively continues until the
optimal solution is found.

A. Algorithm Procedure
The restoration problem (1)-(2) can be represented as a

general form of the following:

Minimize
x∈{0,1}n

{
cTx+Q(x)

}
subject to:

Constraints (1.1)− (1.9), (2.1)− (2.22) (4)

where x represents the first-stage decision variables and Q(x)
is the recourse function. Note that after the contingency at
t = tc, the constraints pertaining to the initial conditions of
problem (4) should be updated to reflect the current state of
the power grid, as expressed in section IV.C.

Let (5) be the relaxed master problem (RMP), the variable φ
is estimated second-stage objective function for a given first-
stage solution.

Minimize
x∈[0,1]n

{
cTx+ φ

}
subject to:

constraints (1.1)− (1.9)

integer L-shaped cuts
φ ≥ LB (5)
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To solve the optimization problem (5), the integer L-shaped
method employs the traditional branch and cut algorithm in the
first-stage problem. The branch and cut procedure constructs
a search tree consisting of nodes and branches. Those nodes
connected to only one parent node and considered for branch-
ing are called pendant nodes. Pendant nodes in the search tree
represent the sub-problems that should be processed until no
more active nodes are available.

Having solved the RMP, those binary variables that did
not get binary values become candidate for branching. The
branching creates two pendant nodes representing two sub-
problems that should be appended to the search tree. Whenever
a binary solution is encountered, a lower bounding constraint
on φ, called “optimality cut” is introduced. The general integer
L-shaped optimality cut is defined in (6) [24].

φ ≥ (Q(xv)− LB)(
∑
i∈Sv

xi −
∑
i/∈Sv

xi − |Sv|+ 1) + LB

v = 1, 2, 3, ..., D (6)

where, Sv := {i : xvi = 1} is the index set of vth feasible
solution, and |Sv| is the cardinality of Sv; it gives the number
of current first-stage decision variables with non-zero values.
Also, LB is a global lower bound on Q(x) (i.e. Q(x) ≥ LB).
Note that

∑
i∈Sv xi −

∑
i/∈Sv xi is always less than or equal

to the |Sv|. Let W v(x) = (
∑

i∈Sv xi−
∑

i/∈Sv xi−|Sv|+1),
if xi is the vth first-stage feasible solution (i.e. xi = xvi ),
W v(x) = 1 and the right hand side of (6) takes the value
of Q(xv). Otherwise, W v(x) ≤ 0 and φ ≥ LB + F ,
where F ≤ 0. This implies that the optimality cut (6) is
tight at xvi and explicitly cuts off the current solution. In
addition, this cut holds for all other feasible solutions. The
proposed decomposition algorithm based on the integer L-
shaped method can be summarized as follows:

Step 1) Set iteration count D = 0, the lower bounding
constraint LB = 0 . Set the best known solution (incumbent)
z =∞. Construct a search tree whose root node is the relaxed
master problem in (5).

Step 2) From the search tree, a pendant node is selected.
If not exist, the algorithm is terminated and the best solution
is printed. The algorithm stops when there are no more sub-
problems for processing.

Step 3) Set D = D + 1, solve the RMP at current pendant
node and let z = cTxD + φD be its optimal value with xD

and φD being the optimal solution. In fact, z holds the optimal
solution of the current sub-problem at each iteration.

Step 3.1) If the current problem has no feasible solution
or the solution is worse than the incumbent, z ≥ z, fathom
the current node and go to step 2. That is, the process on this
node is finished and no further branching is applied.

Step 3.2) If the current solution is not integer, create two
new branches on fractional variables and append them to the
list of pendant nodes and go to step 2. This step adds new
pendant nodes to the search tree which need to be processed
at next iterations.

Step 3.3) If the current solution is integer, compute the
second-stage problem (2), let zD = cTxD+Q(xD) and update

the new best solution z = min{z, zD}. This step intends to
keep the current solution if it is the best found to date.

Step 4) If φD ≥ Q(xD), then fathom the current node and
go to step 2. This condition implies that the xD is an optimal
solution. Thus, the process on this node should be terminated.
If φD < Q(xD), then generate an integer L-shaped cut (6),
insert it into (5) and go to step 3.

B. Proposed Integer L-shaped Optimality Cut

The general form of the optimality cut presented in (6)
introduces a relationship between the first-stage decision x and
the second-stage objective function Q(x). This cut yields a
very promising result for the convergence time, given that the
first-stage decision is feasible for the second-stage problem.
However, when the first-stage solution is not feasible for
the second-stage problem, the convergence time will increase
remarkably. To cope with this problem, we propose a strong
linear optimality cut based on the linearized form of AC power
flow formulation presented in (2.6).

The proposed optimality cut is expressed in (7) showing that
the reactive power balance should be held at each restoration
time. The left hand side of the inequality constraint (7) controls
the number of energized lines unm,t

line , by considering the
number of online generators ui,ton, and total restored load Q̂tot,t

load .
Indeed, the line charging current Q̂nm,t

ch and reactive power
loss Q̂nm,t

loss vary with the number of energized transmission
lines. Since at early phases of restoration process, only a few
generators are online, causing a limited active/reactive load
pickup capability and reactive power absorption capacity, the
number of energized line should be restricted.

∑
nm∈K

(Q̂nm,t
ch − Q̂nm,t

loss )unm,t
line +

∑
i∈I

Q̂min,i
g ui,ton ≤ Q̂

tot,t
load (7)

where, Q̂nm,t
ch , Q̂nm

loss and Q̂tot
load are constant parameters

that can be derived from the second-stage problem. Also,
Q̂min,i

g can be obtained from each generator manufacturer’s
data sheet. The linearized forms of reactive power generated
by the shunt elements of the equivalent π-model and reactive
loss of transmission line nm can be computed in (8) and (9),
respectively (note that bnm ≤ 0, and bcnm ≥ 0).

Q̂nm,t
ch = 2bcnm(V̂ n,t + V̂ m,t − 1) (8)

Q̂nm,t
loss = −2bnm(1− ŷnm,t) (9)

VI. NUMERICAL RESULTS

To evaluate the adaptivity and computational efficiency of
the proposed RDSS, we perform a case study on the IEEE-
39 bus system. The restoration is assessed in a base case
and in a contingency case. A complete blackout condition
is assumed and one BSU (G10) and nine NBSUs (G1-G9)
are participating in the restoration process. The generators’
characteristics and system load values and priorities are listed
in Tables I and II. Each restoration time is assumed to be
10 minutes, which can be adjusted by system operators. Base
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power is assumed to be 100 MW and the frequency nadir
following a load pickup step must not exceed 59.6 Hz. Gov-
ernors’ dead band are assumed to be zero (fdb=0), cold loads
are in buses 7, 26, and 31 with βl=20 %, additional power
demand λl=1.5, and loads are assumed to be dispatchable.
The proposed RDSS with the integer L-shaped algorithm was
implemented in C++ using the Concert Technology library
of IBM ILOG CPLEX 12.6 [25]. We use Callback feature
in CPLEX in which the second-stage problem is embedded
and optimality cuts will be added to the master problem at
each iteration. The advantage of this advanced computational
feature is that it explores the entire search tree only once,
which greatly reduces the computing time. All simulations
were executed on a PC with Intel CoreTM i5 CPU @3.30
GHz and 8 GB RAM.

A. Restoration in the Base Case

We run the RDSS optimization problem for IEEE 39-bus
system and the results are exhibited in Table III, where the
first column shows the decisions by only solving the first-stage
problem. When inserting these decisions into the second-stage
problem, a large infeasibility penalty factor is resulted. Thus,
the optimality cuts (6) and (7) are generated and added to first-
stage problem to re-adjust the initial decisions. The second-
column of Table III indicates the adjusted solution, which is
feasible for both first and second-stage problems. One can see
that without considering practical constraints for load pickup
in the second stage, the generator start-up sequence becomes
impractical to deploy.

In Fig. 2, a graphical representation of recovery process
is depicted for t = 11 restoration time. The solid lines,
representing the first-stage solution, show the transmission
lines and buses that have been energized. It is clear from
the figure that all generation units have their cranking paths
established by that time. Whereas, the RDSS solution is shown
by the dotted lines, where only two generators G7 and G9 have
the established cranking paths and the restoration paths have
altered significantly.

The RDSS restoration curve is plotted for entire restoration
process and shown in Fig. 3. The load pickup process is
started after restoration time 4 when the first load bus becomes
energized, and is terminated after restoration time t = 38.
System generation and load are balanced at all times, while
voltage profiles are maintained within acceptable range, as
shown in Fig. 4.

B. Restoration in the Contingency Case

In this case we study the response of the proposed RDSS to
a major contingency during the restoration period. To this end,
we assume that a contingency happens at t = 11 restoration
time and the affected area is shaded and shown in Fig. 5. This
contingency results in the trip of generation unit G9 together
with the outage of the energized transmission lines (1-39),
(3-4), (4-5), (4-14), (39-9), and (5-6). Also, we assume that
transmission line (6-7) is out of service due to maintenance
and repair.

TABLE I
GENERATORS’ CHARACTERISTICS

Gen Pmin,i
g Pmax,i

g Qmin,i
g Qmax,i

g P i
start Bus

No. (MW) (MW) (MVar) (MVar) (MW) No.
1 0 570 -200 300 5 31
2 0 650 -250 300 7 32
3 0 630 -250 250 5 33
4 0 600 -220 300 8 34
5 0 650 -200 300 6 35
6 0 560 -200 200 6 36
7 0 560 -200 200 6 37
8 0 830 -300 300 7 38
9 0 1100 -400 500 8 39

10 0 250 -150 150 0 30

TABLE II
LOAD VALUES AND PRIORITIES

Bus Pmax
load Priority U/f Bus Pmax

load Priority U/f
(MW) relay (MW) relay

3 322 1 No 21 274 0.9 No
4 500 0.8 Yes 23 247 0.8 Yes
7 233 1 No 24 308 1 No
8 522 1 No 25 224 0.9 No
12 7.5 1 No 26 139 1 No
15 320 0.8 Yes 27 281 1 No
16 329 1 No 28 206 0.9 No
18 185 0.9 No 31 9.2 1 No
20 680 1 No 39 1100 1 No

TABLE III
GENERATORS’ ON TIME (P.U.) IN DIFFERENT CASES

Generator First-stage Normal Case Contingency Case
No. Solution RDSS Solution RDSS Solution
G1 12 16 22
G2 13 18 20
G3 13 17 17
G4 14 18 18
G5 14 18 19
G6 14 18 18
G7 9 9 9
G8 11 16 16
G9 9 9 out of service

G10 2 2 2

In Fig. 5, the dotted lines show the RDSS decisions before
the contingency and highlight the cranking paths of generators
G1 and G2. However, this presents the initial RDSS solution
assuming that all transmission lines and buses (or substations)
remain in service during the restoration process. When a
contingency occurs, the RDSS quickly adapts to the changing
system conditions, and computes a new restoration solution.
The RDSS initial solution ensures sufficient dynamic reserve
during the transition, while the updated solution guarantees the
availability of new restoration paths. As a result, the restoration
process is robust and adaptive to system contingencies.

We then validate the restoration actions in power system
simulation program (PSS/E) using time-domain simulation.
Right before the contingency occurs, total system load is 380



1551-3203 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TII.2017.2712147, IEEE
Transactions on Industrial Informatics

9

G9

30

37

25

2

1

39

5

4

3

26 28 29

38

6

7

8

9
31

18

14

17

27

16

24

15

21

19

11

12

13

10

32

20

34 33

23

22

35

36

G10

G7

G8

G6

G3G4G2
G1

G5

Fig. 2. Comparison between restoration paths, first-stage solution (solid line)
and RDSS solution (dotted line) for t = 11 restoration time.
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Fig. 4. Voltage profile before and after bus energization.

MW and generation units G10, G7 and G9 are responsible
for load pickup. The maximum amount of dynamic reserve
at this time is 230 MW. As shown in Fig. 6, after the trip
of generation unit 9, the loss of 130 MW power supply is
compensated by governor responses of two online generators,
as well as load shedding at buses 4 and 39. The frequency nadir
is well maintained above the minimum permissible frequency
and the system survives under the contingent condition.

Then, the RDSS quickly generates a new solution repre-
senting the alternative restoration paths, as shown by the solid
lines in Fig. 5 and listed in Table IV. Specifically, transmission
lines (5-6) and (4-14) are in the cranking path of generation
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Fig. 5. Initial restoration paths for generators G1 and G2 (dotted lines), and
the alternative restoration paths for generators G1 and G2 (solid lines) after
the occurrence of a major contingency.

Fig. 6. Generators’ mechanical power and system frequency traces after the
contingency.

units G1 and G2. With the loss of these two lines, alternative
paths are computed by the RDSS. The new generation start-
up times can be found in Table III. One can observe that the
start-up time of generation units G1, G2, and G5 have been
changed under the new plan. Fig. 7 shows the restoration curve
before and after contingency separated by the load shedding
event at t = 11.

Load shedding

Fig. 7. Load restoration curve before and after contingency.
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TABLE IV
CRANKING PATHS BEFORE AND AFTER THE CONTINGENCY

Gen. Initial Cranking Paths Alternative Cranking Paths
No. (bus → bus) (bus → bus)
G1 (30–2) → (2–3)→ (30–2) → (2–3)→ (3–18)→

(3–4) → (4–5) → (18–17) → (17–16) → (16–15) →
(5–6) → (6–31) (15–14) → (14–13)→ (13–12) →

(12–11) → (11–6) → (6–31)
G2 (30–2) → (2–3)→ (30–2) → (2–3)→ (3–18) →

(3–4) → (4–14) → (18–17) →(17–16) → (16–15) →
(14–13) → (13–10)→ (15–14) → (14–13) →

(10–32) (13–10) → (10–32)

TABLE V
COMPARISON OF RDSS SOLUTION TIMES RESPECT TO THE TIME OF THE
EXECUTION FOR IEEE 39-BUS SYSTEM WITH OPTIMALITY GAP = 1 %

Optimization t = 0 t = 10 t = 20

problem (p.u.) (p.u.) (p.u.)
Without decompositopn 1287 (sec) 968 (sec) 245 (sec)
Two-stage (RDSS-OP) 428 (sec) 315 (sec) 65 (sec)

RDSS-OR 68.8 (sec) 42.5 (sec) 15.2 (sec)

C. RDSS Performance
The RDSS can be used online in real-time operation

due to its greatly improved computational performance. The
improvement is two-folds, 1) the combinatorial problem is
successfully decomposed into a two-stage formulation, which
largely reduces the search of the entire feasibility region; 2) the
computational burden is further reduced by the RDSS sliding-
window framework, which only requires to solve the second-
stage problem in real-time operation unless a contingency oc-
curs. The performance of the two-stage decomposition RDSS
framework is given at different restoration times in Table V,
compared with the original problem without decomposition.
Also, when the RDSS-OP is run at tc = 11, right after the
contingency, the convergence time becomes 286 s. Our RDSS
clearly demonstrates superior performance that is suitable for
real-time restoration.

VII. CONCLUSIONS

In this paper, we propose a novel adaptive decision sup-
port system namely RDSS to address the challenging online
restoration problem. The proposed RDSS incorporates differ-
ent phases of restoration into one holistic problem to guarantee
the optimality throughout the entire restoration period. The
complex combinatorial problem is decomposed into two-stage
MILP formulation which can be solved using the integer L-
shaped method. The two stages are then carried out in a sliding
window framework to further improve the computational ef-
ficiency. Numerical results demonstrates the effectiveness of
RDSS to quickly adapt to changing system conditions in an
online restoration environment. RDSS is an important step
toward a self-healing power grid and its implementation will
reduce the recovery time while maintaining system security.
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